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Abstract: In this paper, questions of forming and creation of steady synthesis algorithms of multidimensional
controlling systems at incomplete information on object status are considered. It is shown that the matrix of feedback
coupling on a status at the complete information is not determined. The different algorithms of steady calculation of a
matrix pseudo-inverse to the matrix of outputs using these or those decomposition of matrixes are analyzed. Algorithms of
iterative specification of a required solution of "skeletal" decomposition are given. The given expressions allow
synthesizing the simplified computing procedures of synthesis of multidimensional controlling systems at incomplete
information on object status.
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Annomauyun: Obvexm xonamu xakuoa axbopomiap emapiu OYIMacaH wapoumoa Kyn Yauamiu OOuKapuii
MUSUMAAPUHYU  CUHME3NAWHUNKS MYPYH ANCOPUMMIAPUHY WAKIAHMUPUW 64 KYPUWl CABOLIAPU KYpUub YUKUILAH.
Axbopomaap emapau 6yamazan wapoumoda Xoiam OYUuua mecKapu anoKkad Mampuyacu myaux aHUKIAHMA2aH
xucobnanuwiu Kypcamunean. Typau Xun mampuya axcpamumiiapuodar Qoudaranud, yYukuw Mampuyacuea Magxym
meckapu Mampuyanu mypayH XUcoonrawl YYyH mypau Xul aieopummiap maxaul Kuiunean. Kuoupunaémean ckenemiu
asicpamuul e4UMUHY UMepayuor aHUKIauw aneopummiapu Keamupunean. Kenmupunean aneopummnap obwvexm xonamu
xaxuoa axbopomuap emapau OyImMa2an wapoumoda Kyn yadamiu 60uKapul musumiapuu CUHME3NAUHURE CO00AIAaAH
Xucobnaut aMaiiapuHy CUHMe3Nawea UMKOH 6epaou.

Tasnu cyznap: obvexm xonamu, myaux Oyaimazan ax6opom, KYn Yadamiu OOWKapuuL musumuy, CUHMes, mypeyH
aneopummanap.

Annomayusn: Paccmampugaiomest 0npocsl opMuposanust U ROCMPOEHUs. YCMOUYUBLIX ANOPUMMOE CUHME3A
MHO2OMEPHBIX CUCMEM YNPAGNeHUs Npu HenoaHou uugopmayuu o cocmoanuu obvekma. I[loxazano, wmo mampuya
06pammuou c6sA3u NO COCMOAHUIO NPU NOAHOU UHGOPMaYUU A6IAemcs HedoonpedeneHHol. [Ipoanaruzuposanvl pasiuyHsle
AneOpUMMbBL YCMOUYUBO20 BbIYUCIEHUS MAMPUYDLL, NCEE000OPAMHOU K MAMPUYE GbIX0008, UCHOb3YIOWUe Mme UlU UHbIE
paznodxcenuss mampuy. Ilpugooamcs ancopummevl UMEPAYUOHHO20 YMOUHEHUS UCKOMO20 peueHUs «CKel1emHo2o»
paznoxcenus. Ilpugedennvle Guipadicenus NO360AAIOM CUHMESUPOBAMb YAPOUEHHbIE GbIYUCIUMENbHbIE NPOYedypbl
CUnmMe3a MHO2OMEPHBIX CUCIEM YRPABTIeHUs. NPU HENOJHOU UHGOpMayuy 0 COCMOAHUU 00bEKMA.

Knioueswvie cnosa: cocmosanue 06vexma, HenoAHAaA UHGOPMAayusl, MHO2OMEPHAA CUCIEMA YNPABNIEHUA, CUHMES,
YCmouuugsle ancopummei.

Introduction

The object state vector, in most cases, is difficult or cannot be completely measured at all.
Usually measurements are available only for some state variables. They form a vector of a signal
output of an object of which the dimension r is less than the dimension n on the state vector.
According to the results of output signal observation, it is often possible to restore the entire state
vector and use it when the controller synthesis. However, to simplify the equipment, it is advisable
(even at a is possible to measure the complete state vector) to ensure the desired quality of regulation
by supplying only some state variables in chain to the feedback [1-6].

The problem of providing a given the set of own numbers (spectrum) of a multidimensional
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linear system at incomplete information on state vector is discussed in [2-5]. In [2,3], methods are
proposed for controlling the spectrum by designing a feedback matrix of unit rank. The algorithm for
shifting max(r,l) own numbers of the system (r, I-dimensions of the system's input and output vectors,
respectively) is considered in [4], but the arrangement of the remaining n— max(r, 1)-own numbers of
the closed system is not defined here. The necessary and sufficient conditions of resolvability of an
exact synthesis problem of systems with the set spectrum are discussed in [5].

The present work proposes a method of synthesis of systems with a given spectrum by
designing a matrix of full-rank feedback, in which a closed system has all own numbers equal to the
given ones.

Research Methods and the Received Results

Consider the linear stationary system described by the following matrix differential equation:

X1 = AX+BU, y=Hx, Q)
where the x — n-dimensional state vector, u — r-dimensional vector of control, y — I-dimensional vector
of an output, A, B, H — constant matrixes of the corresponding dimensions. The system (1) is supposed
completely managed, i.e rank[B, AB,..., A" 'B] =n. It is also supposed that matrixes of B and H are
full ranks.

It is necessary to introduce into the system (1) linear stationary feedback by the output

u = Ky = KHx (2)

so that the closed-loop system has a predetermined spectrum A, 4,,..., 4, (4 —is the eigenvalue of the

matrix A+ BKA, K —is a feedback matrix of dimension rx1).

From controllability of a system (1), follows the existence of a nondegenerate matrix with N
dimensions NxN and permutation matrixes M (the permutation matrix contains one unit element in
every line (column), and all other elements are equal to zero) dimension I'XI [2], such that
conversion

X=Nx, 4=M7"u, y=y
leads a system (1) to a view:

R0 =AX+B0, y=HS. 3)
Here, the matrices A, B and H have the following structure:
0 A, 0 - 0 1
0 0 Ay - 0 |1
AzNAN—lz{fA}}= : : S : :
2o 0 0 ALy “
Ax A As AL,
I1 I2 |3 Iv
0 n-r
B=NBM =|--
{Bv} ’ ©
"
H=HN",
where
Ai,i+l:[0 ; I]ll )
P Py '|:1,2,.. ,V—l,
1+
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Al 0
B, =| .
A A - 1| |
Iv_lv—l Il
A1 A2 Ay, A — are uncertain sub matrixes, | — is a unit matrix. Here the index of

controllability v is equal to the smallest whole at which rank[B, AB,..., A"*B]=n. The sequence . is
defined from the following expressions:
l. =rank[B, AB,..., A" B]—rank[-B, AB,..., A" 'B], (i=12,..,,V),

Vv
l,=rankB=r, >I; =n.
i=1
The control for the system (3) is sought in the form [2,5]:
=Ky =KHX, (6)
where K =M K . Let the matrix S dimensions (n—1)xn become orthogonal addition of a matrix (
H (HST =0, rankS =n—1). Let us assume that the matrix of the closed system C=A+BKH has a
following appearance:
C ) [ﬁ} ,
VA

where ((n—r)xn) -submatrix A is determined from (4) (IxN) -submatrix Z is set so that the matrix

C had a desirable spectrum.
It can be shown [2,4,5] that if system (1) is controllable and for its canonical representation (3)
the condition is satisfied

[Z-A]s" =0, (7)
then the spectrum of system (1) can be arbitrarily set using feedback of a view (2), at that
K =MB;[Z-AJH" (a matrix H* = HT (HHT)™ - pseudoinverse [6-8] for a matrixes H, A, and
B, are defined from expressions (4), (5)).

The existence of a canonical representation (3) [2] follows from controllability of a system (1).

Then, considering a matrix K*“=KH in (6) as a matrix of feedback coupling on a status at the
complete information, it is possible to show [5] that

KH =B'[Z - A]. ®)
Expression (8) can be rewritten as follows:
RA =K | o{ﬂ _BZ- A, ©)

A

where 0"— ((n—1)xr) - zero submatrix. Given the non-degeneracy of the matrix ['ﬂ and the

A

-1
relation P;} = [I—A|+ S+], from (9) we obtain

[k i o]-8,"z- A{-Z’-T -8, [z-AJA" ist]. (10)
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If condition (7) is satisfied, then the relation B,*[Z — A,]S* =0 will also be satisfied. Then the
feedback matrix is determined from (10)
K=B[z-A]JH".
Finally, in the original basis, the matrix K has the following form:
K=MB,'[Z-A]H". (12)
This is caused by the fact that very often the system of equations (11) is, as a rule, not
determined. For the purpose of stabilization of a required solution and giving of bigger numerical
stability to the procedure of the pseudo-address in (10), (11), it is necessary to use regular methods [9-
14].
Let us consider the algorithms of steady calculation H* using these or those decomposition of
a matrix H [9.10]. Taking into account that if rankH = p (H e RP" with p <n), the pseudo-inverse
of the matrix H is a matrix H*, which is determined by the second Gaussian transformation:
H*=HT(HHT)™. (12)

Equity of expression (12) is due by the fact that any matrix H e R™" can be presented in the
form of "skeletal" decomposition [6-8.15]:

H=U-V
with the matrix U e RP" and V e R™", where r = rankC < min( p,n).
We now set
A+ —v*.u*
where according to (12) and H* =(HTH)™HT at p>n we can come to the relations.
VARRVANVVARSS
Ur=Uu)*u’.
Then

HH*H =uwW (W UuTu)uTuv =uUV =H .
If the following is accepted P =V (VW)™ (UTU)V then itis possible to show that PHT =V ™.
Also fair is equality H*=H'G with G=UU'U)*(vWT ) (U'U)?U. When circulating
matrix H you can also use the method based on the calculation of Q= HHT in expression (9).

Taking into account that Q is a symmetric non-negatively defined matrix of the order px p of rank
r<p,then

Also fair is equality H*=H'G with G=UUU)* (VW) (UTU)™U. When circulating
matrix H , based on the calculation of Q=HHT in expression (9). Taking into account that Q is a
symmetric non-negatively defined matrix of the order px p of rank r < p, then

QY =TT(ITT)™T, (13)
where the matrix T,y of rank I' is determined from the decomposition
Q=T'T. (14)

Decomposition (14), in generally speaking, is not the only one [6,8,9]. However, the pseudo
reverse matrix Q" =TT (TT')?T is determined unequivocally regardless of the decomposition
method Q =TT . Thus, expression (12) taking into account (13) can be written down in the form:

H*=HTQ =HTTT(TT")™?T. (15)

In case the matrix Q is poorly conditioned, then to increase the stability of the pseudo-
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inversion procedure in (15), it is reasonable to use regular procedures [9,10,13] of the kind to :
H =H'T" (T +ad)?T,
where o >0- regularization parameter, | —a unit matrix.
Here it is reasonable to the determine regularization parameter & based on a way of the model
examples [6, 9]. If the matrix Q = HHT nondegenerate, then Q* = Q" takes place expression (12).
Very effective at a solution of the equation (11), also are the algorithmic procedures connected
with calculation Z =(HH")™, rankH = p, which is often referred to as not scaled covariation

matrix.
Let's consider the following decomposition of a matrix [15]:

Dt =[R" i o], (16)
DHs =[R™ i o] . (17)
In expressions (16), (17) R,,,and ﬁpxp — upper triangular matrixes, D, D— orthogonal

matrixes of the corresponding dimensions, — S a permutation matrix.
It is possible to show [11,14], that for (16) and (17) at rankH = p respectively fair ratios:

Z=(HH")*=RH'R?, (18)
Then at the inverse triangular matrix 111 in (18) is turned, expressions can be used
ti=r, i=1..,p,

j-1
tij:_tjjzt“r”’ J:|+1,...,p, |:1’._.’p_1l
I=i

For a case (17) it is also necessary to take into account the left and right multiplying operations
by permutation matrices S and S' respectively.

Conclusion
The above expressions allow synthesizing simplified computational procedures for synthesis of
multidimensional control systems with incomplete information about the object state.
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