ISSN 1815-4840

Himiceskaa tehnologia. Kontrol’ i upravlenie i chmoaL
CHEMICAL TECHNOLOGY. faoLan
' T C [M] CONTROL AND MANAGEMENT
2019, Ne6 (90) pp.42-49 I
International scientific and technical journal Saret
journal homepage: https://uzjournals.edu.uz/ijctcm/ 4 Rl
Since 2005

UDC 62-503.4

ALGORITHMS FOR REGULAR SYNTHESIS OF ADAPTIVE SYSTEMS MANAGEMENT
OF TECHNOLOGICAL OBJECTS BASED ON THE CONCEPTS OF IDENTIFICATION
APPROACH

Igamberdiev Husan Zakirovich?®, Sevinov Jasur Usmonovich?,

L2Tashkent State Technical University
Address: 2 Universitetskaya st., 100095, Tashkent city, Republic of Uzbekistan
E-mail: sevinovjasur@gmail.com, Phone:+998-97-762-82-40

Abstract: Stable algorithms of adaptive control, estimation of controller parameters, synthesis of adaptive control
of dynamic objects by the criterion of minimum dispersion, and synthesis of suboptimal adaptive-local control of dynamic
objects based on predictive models are presented. Algorithms for the stable identification of dynamic control objects based
on regularization and pseudoinversion methods based on a singular decomposition are presented. Based on the use of
approximations in the form of a finite sum of Gaussian distributions, recurrent identification algorithms have been
developed using multiple models and adapting their parameters. Stable algorithms are proposed for identifying the
parameters of an object and a controller in a closed-loop control system based on the principle of iterative regularization
using the method of variational inequalities, ensuring the convergence of the desired estimates of the parameters of the
object and the controller almost certainly to true values. Stable algorithms for generating control actions in locally optimal
adaptive control systems for dynamic objects based on non-orthogonal factorizations and pseudoinversions of ill-
conditioned or degenerate square matrices are proposed that enhance the accuracy of forming control actions in a closed
control loop.
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Annomauyusn’. Adanmue OowKapuw, pocmiasuy NApamMempiapunu 6axonraut, OUHAMUK 0O0beKMIAPHU adanmue
bowkapuw Hcapaéunapuny OUCHEePCUAHURS MUHUMYMAUY Me30HU OYUUYa Cunme3nau, 6awmopamiogiu Mooeuap acocuod
OUHAMUK 00LEKMAAPHU CYOORMUMAT A0ANMUB-TIOKAN DOWKAPULMHU CUNMESTAWHUHS MYPEYH AN20PUMMAAPY KeNTUPUNLAH.
Cuneynap adxcpamuwiea acocianean MYHMA3AMIAWIMUPpUW 84 MAeXym meckapu mapmuboa é3uul ycyanapu acocuod
OUHaMuK bowKapuul 00beKMIAPUHY UOSHMUDUKAYUATAUHURE MYPIYH al20pummaapu Keamupuiean. Tyniamau mooeniap
64 YIAPHUHE RAPAMEMPIAPUHY 2AYCC MAKCUMOMUHURE YeKIU UUSUHOUCU KYPUHUUIUOA CUTTUKIAHMUPUOGH (otidananu
acocuoa mociawimupuws €poamuda pexKypenm udenmuuxayusnaw aneopummiapu uwnab yuxunean. Obvexm 6a
pocmaazuy napamempiapuHuHe uslaHaémean 6axorapuny Oeapau XaKuKuti KUlMamaapea My8oQ UuKIUSUHY MABMUHL08HU
8APUAYUOH TMEHSCUBTUKIAD YCYAUOaH (oudaranub, umepamus MyHmasamMiaumupuul mamouuiy acocuda bepk bowxkapuus
cucmemacuoazu 00veKm 6a pocmadzud NApaMemprapuHu UOeHMUDPUKAYUATAUWHUHZ TYPYH ANOPUMMAAPYU UMLA0
uKUI2aH. Aneopummaap 6epx Oowrapuwl KOHMypuoa OOWKAPUW MALCUPUHU WAKINAHMUPUIL AHUKTUSUHU OWUpUWEa
UMKOH Depyeuu Opmo2oHan OYIMAaH OMULIAUIMUPULL 84 EMOH WAPMAAHEAH EKUL XOC K8aopam Mampuyaiapr Masxym
meckapu mapmuboa E3uw acocuda OUHAMUK OOBLEKMAAPHU NOKAT-ONMUMAL A0anmue OOWKApuwL CUCmemaiapuoa
bowkapuw MabCUpAAPUHY WAKIAAHMUPUUIHUNE MYPEVH ANSOPUMMIAPYU MAKIUD IMUNLAH.

Tasnu cyznap: Oepx Oowkapuwi cucmemacu, UOEHMUPUKAYUsL, AOANMUE pPoCmaazud, UmMepamue
MYHMA3AMAQUIMUPULL MAMOTUIY, 8aPUAYUOH MEHECUZNUK YCYIU, HOKOPPEKM KYUULeaH MAcand, 10Kai-onmumMan adanmus
bowkapuw musumu, 6OWKAPYeuU MabLCUp, MyHMAa3amMIAUIMupuLL areopummaapi.

Annomayusn: Ilpusodsamcs ycmotiyusvle aneopummvl a0ANMUBHO20 YNPAGICHUS, OYEHUBAHUA NaApaAMempos
peaynsmopa, cunmesa npoyedypbl A0ANMUEHO20 YRPAGIEHU OUHAMUYECKUMU OOBEKMAMU N0 KPUMepUuio MUHUMYMA
Jucnepcuu u cunmesa cyOONMUMAIbHO20 AOANMUBHO-IOKAILHO20 YAPAGNIEHUS. OUHAMUYECKUMU O0OBEKMAMU HA OCHOGE
npozHosupyowux mooeiei. Ilpusedenvt arzopummovl YCmMouyuUeou uoeHmu@urkayuyu OUHAMUYECKUX 00bEKmMOo8 YAPAGLCHUs.
HA OCHOBE Memo008 peylapuzayuil U nces000Opawenus, OCHOBAHHLIE HA CUMZYIAPHOM pasznodceHuu. Ha ochoge
UCNONb308AHUSL ANNPOKCUMAYUIL 6 GUOE KOHEUHOU CYMMbl 2ayCCOBCKUX DPACHpedeleHull paspabomanvl aieopummbol
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MANAGEMENT OF TECHNOLOGICAL PROCESSES

PEKYPPEHMHOU UOeHMUDUKAYUU C NOMOWBIO MHONMCECBEHHbIX MoOeiell U adanmayuu ux napamvempos. [Ipeonooicenvi
ycmouiyugsle aneopummsl UOeHMUGUKaAyUus napamempos 06vekma u pe2yiamopad 8 3amMKHYmoU cucmeme ynpaeieHus Ha
OCHO8e NPUHYUNA UMEPAMUBHOU PecyNAPU3aYULU C NpusIeteHuemM Memood 8apuayUuOHHbIX HepaseHcms, obecneyusaroujue
CXO0UMOCMb  UCKOMbIX OYEHOK napamempos 00bekma u pecyiamopa HOYmu HA8epHoe K UCMUHHbIM 3HAYEHUSM.
IIpeonooicenvl  ycmoiuugvie aneopummsl  QOpMUpoSanus Ypasiaiowux 6030eticmeull 8 JIOKALIbHO-ONMUMATbHBIX
A0anNMUBHLIX CUCMEMAX YHPAGLeHUsi OUHAMUYECKUMU O0ObeKmamu Hd OCHOBE HEOPMOZOHANbHLIX (aKmopuzayusx u
nces000OpaweHUsix NI0X000YCI0GIEHHBIX UNU BbIPOINCOCHHbIX KEAOPAMMbIX MAMPUY, CHOCOOCMEYIouue NOBbIUEHUIO
MoYHOCMU YOPMUPOBAHUS YNPABTIAIOWUX 8030€UCMEULL 8 3AMKHYIOM KOHIMYpPe YRPAGIEHUS.

Kniouegvle cnosa: 3amxnymas cucmema ynpagneHus, uOeHmupurkayus, RPUHYUn umepamusHoll pecyspusayuu,
Memoo0 8apUAYUOHHBIX HEPABEHCNE, HEKOPPEKMHO NOCMABNEHHAS 3a0a4d, I0KAIbHO-ONMUMAIbHAS A0ANMUBHAS CUCEMA
ynpaeneHus, ynpasisiroujee 8030elicmaue, pe2yiapu308antsie aieopumm.

Currently, there is no universal approach to the identification of closed systems. In each case,
different models, methods, techniques and algorithms are used. Techniques for ensuring identifiability
by changing the algorithm of the functioning of the control system include: full or partial opening of
feedback loops; alternate inclusion of several regulators with various settings; the introduction of delay
in the feedback loop; use of non-linear or non-stationary regulators. Depending on the purposes of
identification, the mode of operation of the system, the availability of a priori information, the methods
and techniques used, there are several definitions of the concept of identifiability of closed systems:
deterministic, stochastic, systemic, structural, parametric, in probability, by distribution, active,
passive, for analysis, for management etc. It is known that the existence of feedback leads to the
appearance of significant features of solving identification problems. This is due to problems of non-
identifiability of closed systems and problems of convergence of identification methods developed for
open systems. The problem of convergence of estimates in a closed loop arises due to correlations of
perturbations at the output of the object and in the control signal. The convergence problem is solved
by modifying identification methods to account for this correlation. However, there are such control
systems in which certain structural restrictions are imposed on the driving influences, which lead to the
fundamental impossibility of obtaining a unique solution to the identification problem [1-6].

Consider a linear system described by the following model:

A@™)y(t) = B(qu(t) +&(1), 1)
where A =1->A @Y, BEH=38,@qY, u) - (mx1) - dimensional input, y(t)
j=1 j=1
represents (I x1)-dimensional output, £(t) — (I x1)-dimensional random sequence, | - identity matrix
[6,7].
Following [1,8], it can be shown that the optimal steady-state predictor Z(t) for
z(t) = £(q) y(t) satisfies an equation of the form:
C(g™Mat) =A@ +a @)y,
where

Ca")=1+Ca"+..+Cq", B@)=Fo+Ba™+..+Ba", By =V,
a(@)=a,+..+a.q".

The controller that provides the minimum covariance of regulation £(q)y(t) relative to

() y'(t) is determined by the equation:
AaHu®) +a@)y)=C@a™) @y @,

where {y*(t)} represents the preassigned desired path, while the tracking error at the output
y(t) -y (t) satisfies the equation:
Ca)@ly®) -y ®]=C@F@ED).

Model (1) can be considered as a one-step predictor with a lead error of
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S(t)=yt) -y,
where
y(t) = Ely® | Fu .
The lead on d steps can be obtained using equation (1), using the identity:
I =F@")AW@™)+a°G(@@™), )
where
F(@)=F+Fq'+.F_q°", G@"Y=G,+Gq*+...
Multiplying (1) by IE(qfl) and using identity (2), we obtain the equation:
E{y(t+d)|R}=G@)y®) +T(aHE®) + B@u(),
where
@) =a"F@BE)=5+Aa + . f0 " +5(@7),
g =pat+4a7 .., I; @h= Iy +1ﬁzlq_1 o
The control law, leading E{y(t +d)| E} to zero and having the lowest energy, it is advisable to
determine the expression
ut+ ) =-5 6@y +nEhm) j=o,...d-1, 3)
where

~ =7l = =, -1
L, :[ﬂj] {Zﬁkﬂk +0"} ’
k=0
a >0 - regularization parameter.
The suboptimal control law (3) can be turned into adaptive if one uses an algorithm for

estimating the matrices A(q™") and B(q™) included in model (1).

In the theory of optimal adaptive systems, methods are developed for controlling dynamic
objects under conditions when a number of essential parameters and factors determining their behavior
are unknown. In such cases, it is advisable to use locally optimal control algorithms [9-11]. Local-
optimal control of a dynamic object described by equations of the form

Xpq = AX +BU + &y,
y,=H'x, t=0,1,...,
where x, e R" is a state vector; u, € R™ - management; y, e R' - observed yield; A, B, H - matrices of
the corresponding dimensions; &,&,,... - a sequence of random vectors, in the sense of criterion
V(x)=x"Cx, C" =C >0, is determined by the expression [11]:
u; =arg min E[AV (x.,U)/x,ust,
where AV (x,,u,) =V (Ax,Bu,) —V(x,).

Management u’ under conditions E(&,,/x},ul) =0, E(&,, & /%, ul) = const , is determined

from the equation:
B'CBu, =-B'CAXx,, (4)

with AV (x,, u’) =—x'Qx,, Q=C - A"CA+ A"CB(B"CB)"B'CA.
Thus, the control u; based on (4) has the form:
U =0"x,

where 8" is determined from the expression
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B'CB#' =-B'CA. (5)
The systems of equations (4) or (5) can be poorly conditioned. Poorly conditioned and
degenerate systems can be indistinguishable within a given accuracy. We present a regular algorithm
for estimating the control law based on equation (5) [12-14]. Take B'CB=D, —B'CA=S.
Then
D" =S. (6)
We introduce the following approximation conditions:
|[D-D|<h, [s; -5 <5,
where D, §; are the exact values of the matrix D and the j-th column of the matrix S, j=1,2, ..., n.

We will construct approximations to the pseudo-solution #; = D"s; of equation (6) in the form
0; = gr(D)Sj’ (7
0., =9,(D)DY,,, (8)

where 6, - is the j-th column of the matrix 0", j=12,...,n; s; - is the j-th column of the matrix S.

Taking into account that the matrix operator is self-adjoint, we will use the method of M.M.
Lavrentiev [13, 14] to regularize the solution of equation (7). The method of M.M. Lavrentiev
corresponds to functions

9,(A)=(a+A)" a=r?, 0<i<w.
Then approximations (7), (8) take the form
0,,=(D+al)’s;, 0,,=(D+al)’'DG,,.
Passing to an iterated version of the method under consideration, we can write [14]
6, =0, 0" =6" _B (DO —s,) 1=1..r,
g, =0, 6 =6V B (DA -D4,, ) 1=1,..r.
B, =g(D), B, =B,DB,.
The choice of parameter r is advisable to carry out on the basis of a relationship of the form
Do, —s,|=bls+]o,.[n). b>1.
Let the control object in a closed system be described by an n-th order difference equation
[15,16]:

p q
X[K]= > axk —i]+> bynlk - i,
i=1 j=1
y[kI= x[k]1+VIk]; 7[k]=ulk]+wlk],
where n[k] and x[k] are the input and output of the object; w[k] and v[k] are the perturbing effect
and the error in measuring the output, respectively; u[k] and Y[K] - the control action and the result
of measuring the output, used as input and output data in the identification procedure; a., bj -

unknown parameters of the object. The sequence v[k] is not correlated with the disturbance wik], the
background of signals u[k] and y[k].
The difference equation of the controller has the form:

u[k]zlzlciu[k-i]+'22djg[k— il,
i=L j=0

e[k1= y [k - yIK],
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where Y [K] is the current value of the task; &[K] - mismatch signal; c;, dj — known parameters of the
controller.

When solving the identification problem under consideration, it becomes necessary to
determine the parameter vector of the object @ based on equation

H-0=Y,
where the matrix H and vector Y are formed on the basis of realizations of the control action u[k]
and output Y[K], Hz[a1 -ay | by bp]T.

The solution to this problem is based on the regularization method of A.N.Tikhonov [12] and
effective pseudoinversion based on the singular decomposition of matrices [17]. The regularization
principle leads to an estimate of the desired solution & based on equation

0, =(H'H+a)™HY,
where « >0 is the regularization parameter, | — is the identity matrix.
If the error levels of the initial data
h=[H-H]. s=r-¥],
are known, then the regularization parameter o can be determined on the basis of the principle of

generalized residual [18,19], where H and Y are the exact values of the matrix operator H and the
vector of the right-hand side Y. If the numbers h and & are unknown, then it is advisable to
determine the regularization parameter « based on the quasi-optimal method:

A A
i1 - 904

It is shown that if the rank of the matrix is H r = p, then the estimation of the parameter

=mn, o=, 1=012,., 0<xk<l.

vector & should be determined on the basis of effective pseudoinverse matrices [20]:
6.=VsSU'Y = Zivi ',
i=1 M
where S is the effective pseudo-matrix S =diag(s;.,...,S,.); r'<sr, s; =1/ u if g, >7,and s/ =0
if 1, =0.

To analyze the quality of management processes, it is necessary to analyze the conditions of
convergence. Consider a control object with input u(t) and output y(t), described by the equation
[6,7]:

A(d)y(t) =B(d)u(t) + (1) ,
where A and B are polynomials with the backward shift operator d:
L+ad+..+a,d™)yt)=(bd + ... +b, d)u(t) + &(t),
yt)=—ay(t-1)—..—-aylt—n)+bu(t-1)+..+b u(t—m)+&(t),
or
y(t) =0 p(t) + (1),
where
0=[a ..a b ..b 1", ot)=[-yt-1)..-yt-n)ut-2)..ut-m)]".

It is assumed that stationary white noise &£(t) has zero mathematical expectation and dispersion
aé. An identifiable system with changing parameters can be represented as the following dynamic
model in the state space:

O(t—1) = O(t) + w(t) }
y(®) =" 0O +£M)
where £(t) and w(t) are perturbations, and w(t) models the process of changing system parameters.
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If the process of changing the parameters is associated with the use of a Gaussian distribution
with a changing covariance matrix, then the classical Kalman filter can be used [1,21]. It can be shown
that in the case when w(t) is not Gaussian, then the Kalman filter does not provide an optimal

estimate. In this case, it is advisable to use an algorithm of the form [5,21]:
T
Ry +¢ (DR (t-De(t)
M=y -¢ OG-,

ém=éa—n+§ﬂamﬂwm»
2

where R, —is the noise variance.
An estimate 6(t) of the parameter vector @(t) is determined by the relation

ém=%mmam-

Consider the class of models with noise in the object and control device, which is widely used
in practical problems. This class of control systems with noise in the object and the control device can
be described by equations of the form [22,23]:

yn = iai yn—i +ibiun—i +61V1n’

i=1 i=1

H v
un = Zci yn—i +Zdiun—i +O—2V2n’
i=1 i=1

where {u,}, {yn} — the observed sequences at the input and output of the object, respectively; {vin},
{van} — Gaussian sequences with zero expectation and unit variance, the joint distribution is Gaussian.
At the same time,

My Vij]1= MV Vo 1=64, M[vy, Yo j1=M[Vy, Yo j1=0, MV U, 1= M[v,, U, ]1=0,

MV, U] = p0nn (121, 1> p>-1 5,,— isthe symbol of Kronecker.

To determine the desired parameters of the object and the control device, it is necessary to
solve the following system of equations:

S-0=y, ©)
or in expanded form:
SIS @sS(S, 1SS @SS b ;8 Yy + 1,8 Sy
s_|SS ai$:S, @,83S @838y |6, y= ;87 Yy +1,8; Sy
018381 1S5S, 8381 @3Sy | |0y | angS3Yy + 83 Sy |
alzslTsl § alzslTSZ § azzslT Sy 0‘2231T S3 é4 alZSlTYN +0‘2251TSN

where vectors Yy, Sy and matrices S,,S, are formed based on implementations of input and output
signals {u}, {m}, n=0,1,....N; &y, =05 04, =—p0,0,, Ay =07 ; parameters 6, , 0,, 6, , 6, are
defined by the following expressions:

O =(ay, ..., b,....0), 6 =@ ...8, b, ... b),

6; =(Cpr s Ay o)), 8 =(Cgr - rCyr Ay oy ).

It is known that the solution of an operator matrix equation of type (9) can be reduced to the
problem of minimizing the residual functional, that is, finding a quasisolution of the equation on a
closed convex set Q in the sense of V.K. lvanov [13,14]. As a residual, we can take a quadratic
functional of the form:
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®(9)=[so-yl,".
Then the iterative sequence for 4, can be written in the following form [24]:
érJrl = PQ(éI’ _ar(Fé‘(ér) +grér)), r= O,l,... y
where P, — is a metric projector; 0@=F, r — iteration number; the regularization parameters
a, >0, g >0 are determined by the expressions:
a, =@1+r) 2, g =@0+r)P, 0<p<1/2.
The iterative process under consideration can be stopped based on relations of the form [14]:
- - 12 2
im0/ =0 0,01 =0,

p(F;—F)<5,520, Fye. 7,

Moreover,
im |6, -¢"| =0,
&0
where 8" € = — is the only solution to the variational inequality (0,0 -d)<0, Vd €=, E —is the set

of solutions (9).
Quite often, in the synthesis of a controller in closed systems, the methods of locally optimal
adaptive control are used [25-28]. Consider the control object defined in the form

A(Z_l)Yt+1 = B(Z_l)ut Wi
where y, eR' - the measured outputs, u, € R™ - is the control.
Then, taking into account that
U =0 Q) 1 =Yg o Y s U ),
Q' = (A", =AY B™, L BY), O = (Vg o Vo Uperrl )
the locally optimal control law will take the form [5,27]:

U =(HTB)) (AP + 8Dy +. .+ (AW +sMyy 1+ (10)
+ (=B + DMy +..+(-BO P+ DOy,

where S@ i=1n and DY, j=1n-1 — arbitrary matrices of dimension Ix| and Ixm,
respectively, H is a matrix of mx| such that detH"B© 0.

In expression (10), a square matrix of the form G =H"B© is inverted. This matrix may be

poorly conditioned. Below is an algorithm for stable estimation of the inverse matrix GO in (10).
The approximation for a pseudo-inverse matrix can be determined using the relation [29,30]:

G, =R/U, (11)
where R,, U, -are determined using the expressions:
G, =UR, Uy =ufU]], R =[R iR, ], U, =G,

1 0 .. 0 g gk . g
®W 1 0 () (k)
RzzGle()v U, - 031 R = 0 03 ... Oy )
gl g .. 1 o 0 .. g®

The calculation of R* and U™ in (11), when R and UT, respectively, are upper trapezoidal
matrices, is effectively carried out by orthogonal factorization R=SP using the Givens or
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Householder transformations [17,29], where S — is the lower triangular square, P — is the orthogonal
matrix. Then R* =P'S™.

The given regularized algorithms make it possible to stabilize the procedure for the formation
and development of control actions in locally optimal adaptive control systems for dynamic objects

under conditions of poor conditioning of matrices G and G© .
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