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Abstract. Adaptive pole placement algorithms for non-minimal phase stochastic systems are presented. The 

characterization of the structure and the set of models of linear dynamic control objects are carried out. As an example, the 

algorithm of the extended self-tuning controller is considered. To find the estimate of the controller parameters, the 

recursive least squares method is used. An explicit algorithm is proposed that makes it possible to exclude the operation of 

matrix inversion, which requires significant computational costs. Pole placement algorithms are given in the presence of 

white noise at the output. These algorithms belong to the class of stochastic approximation algorithms, the convergence of 

which is much lower than that of recurrent least squares algorithms. The results of numerical analysis have confirmed their 

efficiency, which makes it possible to use them in solving applied problems of identification and synthesis of adaptive 

control systems for technological objects. 

Keywords: adaptive controller, non-minimum-phase stochastic systems, pole placement, control object, stable 

estimation, global stability, system identifiability. 

 

INTRODUCTION  

The problem of the synthesis of controllers that ensure the stability of the control object not 

only with given parameters, but also with parameters containing uncertainty, is very relevant today. 

This is due to the fact that virtually all control objects operate under conditions of parametric 

uncertainty. The behavior of a real object operating in conditions of natural noise is characterized by 

some uncertainty, in addition, people who are characterized by some uncertainty of behavior are 

usually involved in control systems for complex systems [1,2]. 

An important property of the control object is the availability of state information. The 

parameters of objects can change, so the quality of transient processes in the ACS can deteriorate and 

even become unsatisfactory, and control systems can become unstable. Therefore, it is often required 

to adjust the parameters of control devices (regulators) in accordance with the changed parameters of 

the object. To determine the parameters of objects, it is proposed to use identification methods - 

evaluating the parameters of objects. 

The assessment of the fulfillment of the conditions of controllability, observability and non-

degeneracy, as well as the quantitative assessment of their degree, are, of course, important stages in 

the analysis of the properties of objects in the construction of modal control systems with state or 

input-output regulators. However, it is known [3,4] that even under the condition of a high degree of 

controllability and observability of some objects, situations may arise when, as a result of solving the 
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problem of synthesizing a modal control system, solutions are obtained that have low parametric 

roughness. 

When managing such objects in conditions of their stability and minimal phase, certain 

contradictions may arise between the design requirements and the system capabilities, which are 

resolved only by the appearance of non-minimal phase links in its structure or formation of positive 

feedbacks along the output coordinate and its derivatives, which significantly degrade the robust 

properties of the ACS [2,5,6]. 

 

PROBLEM DEFINITION 

Consider a randomly perturbed linear system with one input and one output, described by the 

following difference equation: 

ttt ezCuzByzA )()()( 111   ,     (1) 

where CBA ,, are polynomials for which )0(A  and )0(С  are equal to one, )0(B  is equal to zero, and 
1z  is the unit backward shift operator.  

Signals ttt euy ,,
 correspond to output, controlled input, and zero mean white noise type 

disturbance. 

If we introduce a regulator corresponding to equation [4,7,8]: 
0)()(  tGytFu ,        (2) 

for a closed loop, we can obtain equation  
)()( teFtyT         (3) 

that is, the system of poles for a closed loop is determined by the zeros of the selected polynomial T , 

provided that F  and G  satisfy the polynomial identity 
TCGBFA  ,        (4) 

at )0(F  and )0(T  equal to one. 

Identity (4) corresponds to a unique solution for F  and C , provided that A  and B  are 

coprime, and 
fn , 

gn  and ln  satisfy relations 

1 bf nn , 1 ag nn ,      (5) 

1 cbat nnnn .       (6) 

Under these conditions, the solution to equation (4) is obtained by inverting the matrix of order 

1 ba nn . This is one of the drawbacks of this technique, when the calculations must be repeated at 

every discrete moment in time. In order to get away from equation (4), the following selection rule for 

F  and C  is accepted:  

PBTF  , PAG  ,       (7) 

which satisfies identity  
AF BG AT  ,        (8) 

for any polynomial P . Then expression (3) is replaced by  

   ATy t FCe t
.       (9) 

In the case when the parameters are unknown, the controller (2), (4) should be synthesized 

based on the estimates of the parameters for the selected structure of the models [9,10]. 

As an example, consider the following algorithm for the extended self-tuning controller. 

At time t : 

1) observe ty
 for system (1);  

2) calculate scores Aˆ  and B
ˆ

 using the model 

ttt euy CBA  ,      (10) 
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3) where C  is a selected fixed polynomial;  

4) determine F̂  and Ĝ  from the identity 

TGF CBA  ˆˆˆˆ
;      (11) 

5) apply control tu , satisfying condition  

0ˆˆ  tt yGuF ;        (12) 

6) set 1 tt  and return to step (1). 

If C  is fixed, then recurrent least squares can be used to generate Aˆ  and Bˆ . If we take C  

equal to one, then the algorithm is reduced to the standard adaptive control algorithm, and by 

appropriately choosing C , the convergence rate of the algorithm can be increased. 

However, if set to equal in (11), the controller (12) can be selected as   

  tt yuT AB ˆˆ  .      (13) 

This corresponds to 1P  in (7). Hence, an explicit algorithm can be proposed, which makes it 

possible to exclude the operation of matrix inversion, which requires significant computational costs. 

EXPLICIT ALGORITHM. 

At time t : 

1.   observe ty
 for system (1); 

2.  calculate scores A ˆ
 and Bˆ

 using the model 

ttt euy ABA  ;      (15) 

3.  calculate when F̂  and Ĝ  

AB ˆˆ,ˆˆ PGPTF  ; 

4.  apply control tu
 satisfying the condition 

ˆˆ 0t tFu Gy 
;       (16) 

5.  set 1 tt , and return to step (1). 
Before performing a full analysis of the stability of the algorithm for, it is useful to investigate 

possible points of convergence in a more general case and, in particular, to find sufficient conditions 

for the system to be identifiable, that is, for the validity of (4). These conditions are reduced to the 

following algorithm [1,2,11]: 

If: 1. AA ˆ  and BB ˆ ; 

2. A  is resistant; 

3. BPT   and AP  are mutually simple; 

4. 
0pn

; 

5. 
 cabt nnnn  ,0min

, then FF ˆ
 and GG ˆ , where F  and G  satisfy (4). 

It follows from the algorithms that A  and B  satisfy the polynomial equation 

TACBAp )()(0  AB
.     (17) 

If AС  , then the solution (11) will be AA  and BB , open-loop stability is required. 
A special case of the pole placement problem is when there is white noise at the output. 

Consider the option when the algorithm is used in relation to the system 

tt AeBuAy  t ,      (18) 

where - 
 te

 is a real stochastic process defined on a probability space and satisfying 
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  0| 1 tteE F
,      (19) 

  2

1

2
| tteE F

,      (20) 






N

t

t
N

e
N

1

21
suplim

,      (21) 
System (12) can be represented as 

1 0

T

t t ty e   ,       (22) 
where 

][ 110 ba nn
T bbaa        (23) 

1 1 1 1a a b

T

t t t t n t n t t ny e y e u u       
          (24) 

At step (2) of algorithm t̂ - the estimate of the vector of model parameters in (14) are formed 
using the following recursion 

tt

t

tt e
r

a
ˆˆˆˆ

1

1

1 



     0a ,      (25) 

1
ˆˆˆ

1 
 t

T

tt t
ye  ,        (26) 

 1 1 1 1
ˆT

t t t ty e u      ,      (27) 

t

T

ttt rr  ˆ
1   , 10 r .       (28) 

This class of algorithms belongs to the class of stochastic approximation algorithms. It is 

known that they converge much slower than recurrent least squares algorithms [5,13-15]. 

Under the assumptions: 

1A  the upper limits an  and bn  are known; 

2A  
azA

2

1
)( 1 

 strictly positive real, the algorithm has the following characteristics with 

probability equal to one: 

1P  
    1

ˆ M
 for all t ; 

2P  








2

1

ˆˆ

t

rtt 
 for any final positive; 

3P  




1

t

2 r
t

t
, where 1tt1

ˆ
  tt ee F . 

Assumption A2) implies that the open-loop system is stable, i.e. 

2A  
  10  zzA

. 

In addition, P2) assumes 

2P  
0ˆˆlim 1  


tt

t


, almost certainly. 
The characteristics of P1-P3 do not depend on the way the input signal is generated, except that 

it must be causal in the sense that tu F t . 

The controller uses the algorithm (18) and  

t

T

ttt y  ˆˆ
1 .      (29) 

we will introduce the error signal 

ttt e  .         (30) 
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GLOBAL SUSTAINABILITY 

If assumptions A1) and A2) are valid, the algorithm ensures stable behavior of the system in 

the sense that with a probability equal to one [4,7]: 

,      (31) 







N

t

t
N

u
N 1

21
suplim ,      (32) 







N

t

t
N N 1

2 0
1

suplim  ,      (33) 







N

t

t
N N 1

2 0
1

suplim  .      (34) 

CHARACTERISTICS OF THE CONTROLLER. 

The characteristics of the evaluation process P1) and P2) imply the following characteristics of 

the controller with a probability equal to one [7]: 

)1С  
   2Md t  for all t ; 

)2С    






2

1t

rtt dd  for any finite positive integer r , where td  denotes any coefficient for 

any controller polynomial at time t . 

 

SYSTEM IDENTIFIABILITY. 

The properties of the forecast error (33) assume that the system is identifiable in the sense that 

the adaptive controller satisfies the condition 

 
2

1

1 ˆ ˆ 0lim
N

t t t t
N t

Ty F e
N 

  
  A  

If, moreover, 

А3)   10ˆ  zztA  for all  1Tt   

then 







N

t

ttt
N

eFTy
N

1

2 0)ˆ(
1

lim

. 
The algorithms presented turn out to be effective in solving applied problems of identification 

and synthesis of adaptive control systems for technological objects under conditions of variability of 

the object noise covariance matrices and noise of measurement. 
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Abstract: The article discusses the problem of controlling the degree of intensification of the absorption process 

of NH 3 purified brine and CO 2 ammoniated brine in the technology of soda ash production. It is known that the 

aforementioned gases upon contact with brine the reaction proceeds with liberation of a considerable quantitative via heat. 

Increasing temperatures s lead to reduced NIJ output and finished products. Timely control of the withdrawal requires 

maintaining the degree of intensification of the heat exchange process at a certain level while maintaining the ratio of the 

absorption and cooling zones of the absorption tower. To intensify the heat transfer process, an efficient pipe with smoothly 

outlined diaphragms inside and similar grooves outside with different pitches of placement of spiral turbulators obtained 

by rolling is used. The experiments were carried out in the transitional region of the fluid flow with a change in the pitch of 

the turbulators h / S = 0.0091-0.08, and the depth of the grooves S / D = 0.7-7.0. Based on experimental studies on heat 

transfer inside and outside the pipes, the main regularities have been revealed for the flow of water inside the pipes and 

gas-liquid flow outside. Experimental data showed the intensification of heat transfer depending on the pitch of the 

turbulators by 2.2-2.9 times and in the annular space 1.8-2.05 times as compared with a smooth pipe. By summarizing the 

experimental data, criterion formulas are derived for calculating the degree of heat transfer intensity both in the channels 

and in the annular space. Based on the obtained data on the heat transfer coefficient, the heat transfer coefficient s 

was calculated and presented in the form of a graph K = f (S / D , Re). Analysis of figure 1 shows the presence of a region 

of maximum values of the heat transfer coefficient for all Reynolds numbers of the transition region of fluid flow , which 

falls in the interval S / D = 1.0-1.4 . 

Keywords: absorption, heats and , turbulizer, management, intensification, heat transfer, heat exchange surface 

optimum mind. 

 

Introduction. 

In chemical technology, absorbers are often used, for which the problem of heat removal and 

control of its intensity is of paramount importance. 

The tightening of the requirements for the characteristics of absorption columns existing in the 

world and domestic practice encourages designers of refrigeration zones, including developers of 

column equipment, to look for optimal design solutions and introduce new physical principles that 

contribute to improving the indicators of thermal and energy efficiency, compactness, reliability and 

other indicators of devices. Soda ash is one of the most demanded chemical products and the demand 
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