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Ha ceropnsmHuil neHb yCHEIIHO ONpeAeIeHbI
IIPABOBBIE U OPTraHU3ALUOHHO-TEXHUUECKUE MEXAHU3MBI
co3nanusi cucreMbl «besonacHslit ropony Pecnyonuku
Y306ekucTaH, NO3BOJISIONICH OnepaTHBHO U 3()(HEKTHBHO
pearupoBaTb Ha COBPEMEHHBIE BBI3OBBI M  YTPO3bI
00IIeCTBEHHOH 0€3011acHOCTH.

B ycnemHOM  BBINONHEHHWH  MOCTABIECHHON
3a7a4d HEOOXOAMMO AaKTHBHOE YYacTHE HE TOJIBKO
TOCYAapCTBEHHBIX  OPraHoB, HO W  HHCTHTYTOB
IPaKAAHCKOTO OOIIECTBa, HAYYHO-HCCIIENOBATEIbCKUX
1 HayYHO-TIPOM3BOACTBEHHBIX OOBEIMHEHUN U TPaXKIaH
Pecry6ruku V36ekuctad. [9]
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A.T. Rakhmanov, G.I. Ibragimov, F.M. Ganiev

ON THE LINEAR EVASION DIFFERENTIAL GAMES OF MANY PURSUERS
AND ONE EVADER WITH INTEGRAL CONSTRAINTS

We study a linear evasion differential game of one evader from many pursuers with integral constraints on
control functions of players. The terminal set is union of a finite number of subspaces. The critical case where
“rotatability” condition fails to hold is studied. More precisely, when projections of control sets are segments parallel to
coordinate axes, effectively verifiable sufficient conditions of evasion are obtained. The evasion is sequentially
implemented from each of pursuers. To construct the evasion control, the initial positions, current states and controls of

pursuers are used.

Keywords: Linear differential game, evasion, many pursuers, integral constraint, critical case.

1. Introduction

There are many works devoted to evasion
differential games (see, for example, [1-21]). The
problem of evasion from any initial position on the
semi-infinite time interval first was formulated and
solved for a linear differential game in [8-9]. Results of
these works were further extended to the case of integral
constraints [1] and [5]. In the works [1-2], [6], [5-7],
[10-13], [19,20,21] evasion differential game problems
of various structure were studied and solved under
assumption that the conditions of” rotatability” and
“advantage” are satisfied in one or another form.
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In [20], sufficient conditions of evasion were
obtained when the projection of control set of evader is
a segment not parallel to coordinate axes. In [8-9] first
were investigated the critical case, when the projection
of control set of evader is a segment parallel to one of
the coordinate axes. In those papers, evasion differential
games of one evader and one pursuer were investigated
and new sufficient conditions of evasion were obtained
under information discrimination of the pursuer. The
works [15-18] were devoted to investigation and
improvement of sufficient conditions of evasion in
critical case [8-9]. In [15-16], a method of evasion in
direction was proposed and sufficient conditions of
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evasion in critical case were obtained, and in [17]
sufficient conditions of evasion from many pursuers
with integral constraints on controls were obtained in
critical case.

A method of alternating directions was proposed in
[2] for nonlinear evasion differential games, which
enables to reduce dimensionality of the subspace where
the evader needs a directional advantage. In [4] a linear
differential game with geometric constraints was studied
when the Pontryagin condition is not satisfied. A
sufficient condition of evasion was proposed.

In the present paper, effective sufficient conditions
of evasion were obtained, which improves the results of
the work [17] and, moreover, includes a new class of
differential games. The present paper is closely allied to
studies [15-18].

2. Statement of Problem

Consider a differential game in R™ described by
the following equations
2j =Cjzj —Bjuj +Djv+aj 1)

where C,,B,, D, -are constant matrices with
u eR™, veR* are

control parameters of the 1-th pursuer and evader,
respectively, subjected to constraints

JuOl, <. (2)
VO, <e- 3)

Differential game is started beginning at the time
t =0 from the initial point Z, =(Z,5,Zs0,"** Zng) »

appropriate dimensions,

Z,¢M, , and differential game is said to be
completed if z;(z)e M; at some ie{l...,m}and
T>0, where Mi is terminal set, which is a linear

subspace of R"™ .
Definition 1. Measurable functions U, =U,(-)
and V=V(-) that satisfy conditions (2) , (3) , are

called admissible controls of the I-th pursuer and
evader respectively.
Definition 2. A function

v= v(t,z,,2,U;,U,,...,U.) is called strategy of
evader if for any controls of the pursuers U, = U, (t),
i =12,...,m, the initial value problem
zj =Cjzj —Bjuj (t)+ Djv(t)+a;j
z;(0)=zjp, i=12,...,m. (4)
has a unique solution
z,(t), z,(t), ..., z,,(t), t=0, and the following
inequality
[(t.z0,2,u1,U2,...,uy)| dt<c“ , holds true.
0
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By a solution of the initial value problem (4), we
mean m absolutely  continuous  functions
1 (t), zo(), ..., z(t), t=0, that satisfy initial
conditions in (4) and differential equations in (4) almost
everywhere on [0, ).

Definition 3. We say that evasion is possible in the
game (1)-(3) from initial position
2y =(Zi9, Z3s** "+ Zio) » with ZipgM;

i=12,...,m , if for any controls of the pursuers, there
is a strategy of evader such that, for all t>0 and
i=12,....m , zj()zM;j .

Definition 4. We say that evasion is possible in the
game in the game (1) -(3), if evasion is possible in the
game (1) -(3) from all initial positions

2y = (291 Zyg1" 1 Zio) + Zip € M.

Problem. Find a condition of evasion in the game

D -3).

3. Main result
Let L;be the orthogonal complement of M;in
R™and W,;,W., be one-dimensional subspaces in L.
Denote by 7, 7;, the orthogonal projection operators
of R%to  W,,W,, respectively. Let
R iW, >R [=12, icf2...m}, be linear one to

one maps.
To formulate the main
assumptions.

Assumption 1. There exist positive integers K.,

results, we make some

one-dimensional subspaces W.;,W.,, and linear one to
one maps F; :W,; — R", j=1,2, such that

(a) for  any icfl,2,...m} and
$j=0L...Kjj -2, kiz=kij, Ki2=nj—rj-L  the set

S .
FijﬁijCiJ(BiRp'+Dqu) is singleton, and

is multiplicity of zero root of

Ciri #0, where I

characteristic equation of the matrix C,.

(b) Fi]_/ri]_Cik' piRI=RL, viel2,...m)
Comments to conditions Assumptionl:
-in Assumptionl(a) the condition ki1 =kKj
degree «inertness» of players and means that degree of
«inertness» of the evader is equal to the can’t be more
than degree of inertness of each of pursuers;
-the condition kjo =nj —rj +1 means the presence of
condition «critical case» [12,13,22-24,26,28];
-the condition (b) means that the evader has an
advantage running away over pursuers.

shows the
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By the Hamilton — Kayley theorem, any matrix
satisfies its characteristic equation. In our case, from
condition (a) we have

r nj —rj nj—rj-1

+-+b.) =0, (5)
Since Ciri =0, applying the maps Fjozjo to (5) we
find that

nj —rj nj—ri—1
boFi27i2Ci ' ' =b1Fi27j2C; ! 1 T+ +by, (6)
Therefore, Assumption 1(a) and (6) implies that the set
Fij;rijCiZ(BiRpi +Dqu) is a singleton for all
£2nj —rj . Clearly, Fij”ijCiZ(Bi RPi +Dj Rq):{O}
Let

ajj :FizﬂizCigai,fzo,l,...,

nj .
Qj(zi)= X (FizﬂizciJZi —aij—l)zvai,—l=0-

J=0
Define the matrices H,, H."as follows:
F.mi,E; F.7,E 0
F.7.C F.7.Ci Ao

H, =| F,7,C’ |, Hf =| Fy7m,C! a, (0
| R G

where E; is n, xn, identity matrix.

F.7,C q

Assumption 2. rankH, < rankH; for all
iefl2,...m}.

According to Assumption 1 (b)

F,7,C'BR” < F,z,C"D,R? therefore, there
maps  G,:R™ — R%uch that

Filﬂ-ilciklilBi = Filﬂ-ilciklilDiGi'

Let

a; =inf {||G;||/F,z,C B, = F,7z,Cf DG, 3.

are linear

i1ty
Assumption 3.
o’ >l pl +agp; et oy
Theorem 1. If Assumptions 1-3 hold, then
evasion is possible in the game (1)—(3).
Proof. Define the functions

g:(tz)= Fizﬂ'izetCi Z; _Zai
r=0

iefl2,...m}.

By construction, if Z;is a fixed point in R" , then the

tl’+l

"(r+1!’

function g, (t, z;) is an analytical function in t on any
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finite interval. Consider the following system of
algebraic equations with unknown vector Z;:
F,7,2, =0
F.7,Cz =a,
2
F.m.Ciz =8, ®)

N _
F,7,Cl'z = A1

Assumption 2 implies that the system (8) has no
solution with respect to Then, comparing

coefficients of the function g (t,z;)with the system
(8), yields that each function
0,(t,z), 9,(t,z,),..., 9,,(t,z,,) is not identically
equal to zero on [0,00)for fixed z € R™. Let
2 ={9,(,z)| z,€R"}. Then X.is a finite
dimensional family and any non-zero function of the
family X, , for fixed Z;, has a finite number of positive
zeros on finite interval[1]. Therefore, if z,, ¢ M,, all
the functions gl(t,zlo),...,gm (t,ZmO),have finite
number of positive zeros on finite time interval. As a
consequence, we obtain if t,4,.., 1. is a

sequence with t <t ,, consisted of positive zeros of

r+l?
the functions @, (t, Zlo),..., O (t, Zmo), then
t,—>o a n-—>oo, and there exist constants

6, >0 such that

g=t-62>0t+6 <t -6, r=12..
Denote
I, =[0,] 1, =[t,—6..t, +6,], r=12,.

Let u;(t), v(t), 0<t<1, bearbitrary admissible
controls of players. Then by Assumption 1(a) for the
solution Z,(t), 0<t <1, of the initial value problem

2, =C,;z; —Bu,(t) + Dv(t) + &,z (0) = z,,

177
we have

Fgi(t)=4/(tz,)+ J;%ElﬂnCik'l[Div(f)— Bu, (Z’)]df +h(t,0)

F.7,Z, (t) =0 (t’ ZiO) e
¢ (t' ZiO) = F,7,€°2, +J.; Filﬂ-ile(tir)qaidrn
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h(t,x)=
t o
[3E FclDve) - By (1,
x r=k;
Using the Cauchy — Schwartz inequality and

admissibility of controls of players, we obtain

d .
\hi (t,x)\ SK'!(t—x)k' V2 0<x<t<1, (10)

where d; a positive constant.
Now, we construct strategy for the evader. Set
v(t)=0 on the interval ;. Since g;(t,z)=0,

iefl,2,..,
z,(t)eM,, tel,.
Zo=7,(¢,). then Z, & M. For 7 (1), tel,, we
can see from (9) that

)k—l

Forraz (t) = (t. 2 +I NS

tel,, for all m}, then, clearly,

In particular, if we take

(k, —1)!
Filizilciki—l[Div 7)—-Bu(z ]dr+hi t,&).
Fio7i0Z, (t) =0 (t’ Zio)- (11)

By definition of the greatest lower bound, there are
linear maps G, :R" ->RY such that
o? > |G p? + ...t |Gulf P2 and
F,7,C5'B = F,z,C"D,G, . Partition the interval
I, into M numbers
v(t)on
g <t <t +0, stepby step. We specify this numbers
later. On the
v(t)=v,(t)=Gu, (t)+w,, where w, e R? is a
solution of the equation
I:117511C1krl Dw, =-a, (12)

where @y €I}, I, ={w: |@|<b, b >0}, while
on the segment &, <t<t +6, V() is still

considered arbitrary. It follows from Assumption 1(b)
that the equation (12) has a solution with respect to the

vector W, € RY. Let @, be a number from I, and

subintervals by the

£ <&, <-<g,<t, and we define

interval & <t<g,, we set

W, € RY%be corresponding lexicographically minimal
solution of the equation (12). Then for the solution
7,(t), & <t<t+6, with the initial value
Z =Zl(é‘1), we obtain from (11) at i=1 the
following: for te[g;,&,],
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Rz (t) =t z,)- ¢ _kgi) l [ -k H(t- '91)_kl h(t &)l

Fom,z (1) =0, (t 7)) (13)
and for tele,,t, +64],
kl
1)k1 [ t-¢,
t—gl
) (t 82)

=7t (t—c ) _(t gl)_k1 k thy(t, &)1,

Fo7,z () =0,(t,2,), & <t <t +6,.(14)
where

Famaz(t) =4t z0) - (t-

n)= .[ (Ek_li)l;l Fllﬁllclkl_l[Dlv(T )-Bu, (7)]df (t- 51)4(17

Next, on the interval &, <t<g,, we set
v(t) =V, (t) =G,u,(t) +w,, where w, eR? is a
solution of the equation (15) where
I, = {a)
& <t<t +0,, Vv(t) is still considered arbitrary.
Assumption 1(b) implies that there exists a solution
W, € RY of the equation (15). Let w, be a number

w,el’,,

: |e|<b,, b, >O}, while on the segment

from I',, and W, eR%be corresponding
lexicographically minimal solution of the equation (15).

Then for the solution Z,(t), &, <t <t +6,, with the
initial condition Z,; =27, (6‘2), letting 1=2 and

using (11) we have the following:

for tels,, &),

t-g,)" )
FumtnZ, (t)= ¢2(t Zzo) %[wz —k2 L (t—g2) e hz(t,gz)],
)
FumynZ, (1) = 9, (t, 2,) ; (16)
and for t e[&;,t, + 6],

o2 Y o) 2
(t-52) [0y-0 2[1 83) _yz(t)_(t g) 2

Furaty =0l g

F,7,2,(t) =0, 2,), & <t <t +6,. (17)
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where
t

I 21 21 kZ 1[D V

&

2

~Bu(@)dr-(t-¢,)

We continue in this fashion to choose the control V(t)

on Emq St<g, Set
vit)=v,,t)=G, U, O)+w, ,, where
W, , € R isasolution of the equation
ka1 _
Frt1%m11Cnd DnaWos = =@y (18)
where, @, €l = {a): lo|<b,,, b, > O} :

while on the segment &, <t <t +4,, Vv(t) is still
considered arbitrary. Assumption 1(b) implies that there
exists a solution W, , € RYof the equation (18).

Let @,, ,be a number from 7, ,, and W, , € R%be

corresponding lexicographically minimal solution of
the equation (18). Then for the solution mel(t),

<t<t+6, with the

= Zm—l (gm—l)'
i =m—21we have the following:

initial  condition

using (11) and letting

Zm—l,O

for tele, &,

t-¢, et
Fm—l,lﬂm—l,lzm—l(t):¢m—1(tvzm—l,0)_( " 1|) [0,k Ht-e,

71)—km,1 (6,0
1

Fo12n12Zaa(® =0, 2Z,40); (29
and for tels, L +61.

1
b Ky
1 (t _g ) 1 9

(t—em_l)km"

(t ~ )kﬂ'1 t -
Rl ¢m—1(t’Zm—l‘())_—l[wm—l_wm—l _

km—ll [_gm—l
L (S gmfl)_km*1 h,.te )l
Fn12%na2Zma t) =9, (t, Zm—l,O) . (20)
where
t Kyl k—l*1
J D) m11m11m1M [Dmlv m1u()]df( &) L.
On the interval &, <t<t+6, we set

v(t) =v, () =G, u, (t)+Ww,, where w, €R? isa
solution of the equation
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F .7z .Co'D w, =-a (21)

m

where a)mefmz{a):|a)|£bm,bm>0}. From

Assumption 1(b) implies that there exists a solution
W, € RY of the equation (21). Then for the solution
z, (), g, <t<t+6, with 2z ,=271(s,), we
obtain from (11) at i =M the following equation

(t_‘("m)km
|

m*

[wm _km ! (t _gm)_k"1 hm (tl gm)]
<t< tl + 91 (22)

leﬂmlzm (t) ¢ (t!zmo)

FraZmoZa ) =9t 2,0) . &5

Using the  Cauchy-Schwartz  inequality  and
admissibility of controls of players we can see that there

such  that
-1}. (23)

1
numbers  d,

lr®|<d! &, <t<t, +6, ief2..m

exist a  positive

Next, consider the vector-function
it z,0) = (k 1t _gi)iki $(t,2,), 9 (t, Z,,)) -

Obviously, it has at most one solution on the interval
[£,t,+6,]. Itis clear that on the segment I, it has
no more then one zero. For this reason , if we divide the
segment [ into two equal parts rt, Fiz, then the

curve 1, (t,Z,,) doesn’t intersect at least one of them,

without loss of generality, we assume that it is Fil, and

let @’

& <&, <..<g&, <t suchthat

be its midpoint. Choose the numbers

1
k' ki—* l
t-eis1 | 1(-giq) 2 3
| AL g o lile) 2 (<,
=i (i)™
iefl2,..m-1}, (24)
1
dj(tg—¢j) 2 <b7|’ icfl2,...m}. (25)

Since by, d;, d.', iefL2,...m} are positive constants,

therefore we are able to choose numbers satisfying the
inequalities (24) and (25). Note that the numbers

E1EyyEqy, Eyare consecutively:  first

& =1 —6,>0 is chosen. Then &, is found based on

found
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gand so on. Assume that all the numbers

&, &,,E5,..., &, has been chosen. In view of (10), the

functions h.(t, &) satisfy the inequality

) Bemr

Then combining (23), (24) and (25), gives

0,01 €|+1k (t1-¢is) ki
i ty)=0; [ ] -7ilty) kitty-ei) ' hilty ei)el

i1-¢
iefl2,...m-1},
wi (t1)=ei 0 —kit(t i) 7 b (g, 5i)e T
ie{l,Z,...,m} )

0
6022602, a)m _a)ml’
0 - R
®,, = o, in the equations (13)-(14), (16)-(17), (19)-
(20), and (22) respectively, we get the following

inequalities at t=1

Taking w = a)lo .

(kj'(t1—ei )i Fi1zi1zi (t1), Fi27i2zj (1)) =
(it —#i) ™ oi (t1,2i0), 9i (t1, Zi0 ) -
—(wij (t1),0)=0,
iefl2,...m}.
or
(Ki'(t1—£i) ™K1 Fiuminzi (), Fiariozi ()=

(ki!(tl—é‘i)_ki i (t1,2j0), 9i (t1,2i0)) (Wi (t1),0)=0,
ie{l,2,...m}. This implies that

(Fumaz (), Rz (1)) 20, iefl2,...m}. (26)

Since maps F; are linear, and one to one, 7; is

orthogonal projection operator of R" onto Wij and
g;(t,z,,) #0for all t#t, telguly, therefore (26)
implies that z,(t) g M,, tel,Ul,, ie{l,2,..,m}.

Thus, we have proved that evasion is possible on the
interval 1gwlq. The same proof works for the intervals

12,13,k Note that 1,01 =0, j#k.

v(t) =0outside the intervals
This completes the proof that evasion is

Therefore, we  set
Ij,j:1,2,3,....
possible in the game (1) -(3).
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It remains to prove that the control V(t), 0<t <oois
admissible. By Assumption 1 (a), there exists a compact
set Q < RY such that

I CEljDilC'iki_lDin’ ie{l,Z,...,m}.

set 5= -G, o —-[6, 1
W, max|w|
weQ,
2
g, =min 1,9 0

2" 210 (mw, +2[G, i

Then using the integral inequality of Minkowski, we
obtain the following estimate
t; +9

j V@) dt=>" j )| dt

=6

t+€
z “Gu +w|dt+“Gu AL +j|(3m () +w et

1 g & [

il o et 4
j=l

and the proof of Theorem 1 is complete.

Theorem 2. Let Assumptionsl,3 be satisfied and
Let the initial point Z, =(Z,,Z,9, " Z,) be such
that z, & M,, @ (z,)#0for all ic{l,2,..,m}.
Then evasion is possible from the point
Z, =(2y9, 2,9, Z,,p) in the game (1)-(3).

Proof. By the hypothesis of the theorem
D (z,)#0, ie {1,2,...,m}. Comparing summands
of the function @, (z,,) with the system of equations (8)
and coefficients of the

0 (t,29),-

given point Z, the system of equations (8) inconsistent

2 O (1, 200) are

not identically equal to zero on [0,0) . The rest of the
proof runs as the proof of Theorem 1.

functions
o gm( , mO)' we can see that for the

and all the functions gl(t,Zlo)

4. Extension of obtained results

Consider a differential game in R™ described by
the following equations
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2j =Cjzj —-BjUj + DV +aj 27)
C.,B., D

u. \'
appropriate dimensions, Ui =[ '0], Vi :( Oj,
u. \'

where are constant matrices with

i 0
u’eRP™, Vv'eR% are constant uncontrolled

vectors, U, € R™, veR% are control parameters of

the 1-th pursuer and evader, respectively, subjected to
constraints

w0l <. @

Ol <o @

To formulate the main
assumptions.

Assumption 4. There exist positive integers ki ,

results, we give

one-dimensional subspaces W,;,W,,, and linear one to
one maps F; :W,; — R, j=1,2, such that

(a) each of the sets
R P1i RU1
Uio +Dj 0
¢ =01...Kjj 2 kjp =kj .kj2 =nj —rj +1,

FiariaC; ) (8 ), iefl2,...m},

is singleton and C'=0 , where I, is
multiplicity of zero solution of characteristic equation of

matrix C, ;
- qu
(b) Fu, G D, o

RQ1
ampﬁb{onR{vmazmmk

R Pui R Paj
(c) Fu7, il(:iki N B; =k, ilciki N B, ;
u? 0

Vie{l,Z,...,m} |

By the Hamilton — Kayley theorem, any matrix
satisfies its  characteristic  equation.  Therefore,
Assumption 4(a) implies that the set

Rpli R‘h
FUJZU-Cir B, +D, is singleton for all
u? v

rzn—r.
Set
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aQ; = Fiz”izcijai +

) Rpli RCh
Fizﬂ'izciJ - B +D, ;
u’ v°

Vie{l,2,...m} j=12, .,

N
' 2
D,(z) = Z(FizﬁizciJ Z; _aij—l) 18 4 = 0,
j=0
iefl2,..,m}
Note that in this case, in contrast to Assumption 1,
some of the numbers 8 might not equal to zero.

Define matrices H,, H." similar to (7).

Assumption 5. rankH, <rankH, for all
ie{l,Z,...,m}.

Observe that by Assumption 4 (b)

qu RQ1
Fil”ilcikiilDi = Fi17z'ilciki _lDi =R,
VO 0

Vie{l,Z,...,m}.
Therefore, using Assumption 4(c), we can assert
that there are linear maps G, : R™ — R® such that

E G,
I:i17fi1CikilB{ (I)] = FilﬂilCik‘_lDi( ollj
Ui v

Vie{l,2,.,m}.
Let
oy; =inf

E. G.
{”Gli ” | Filﬂ.ilcikiilBi [U(I’J = Filﬂ'ilCik‘*lDi (Voll J}

Assumption 6.
2 2 2 2 2 2 2
O >app) T0p0, T+ 0y Oy
Theorem 3. Let Assumptions 4-6 hold. Then
evasion is possible in the game with integral constraints
(26) -(28).
Theorem 4. Let Assumptions 4 and 6 hold. If
D (z,,) # 0 for the points z,, M., i € {1,2,..., m},
then evasion is possible in the game (26)-(28) from the
point Z, = (Zy, Z59,**s Zyo) -
Theorems 3 and 4 can be proved by the same

scheme as Theorems 1 and 2 with small changes.
Remark. Conclusions of these theorems are still

valid if control functions of players u, =u, (-),v=V(:)

satisfy general integral constraints: ||ui(-)||l_p£pi,

VOl <o
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Example. As a model example, we consider the
Pontryagin example, where movements of the pursuers
are described by equations

Xj +ajxj=Uj+0gj , (30)

and movement of the evader is described by the

equation
y+4y=V+h, (31)

where X, y, U,,V eR", n>2,

u, v
u; v

uncontrolled vectors, U, € R™, v R* are control

parameters of the i -th pursuer, e {1,2,...,m} , and
evader, respectively, which are subjected to constraints
(28) and (29), respectively, ¢, B, p;, o are given non

negative numbers. Clearly, p; + p,; =Q, +Q, =n.
We say that evasion is possible if X (t)= y(t)
ie {1,2,..., m}. Using
z,= (%,, z,, % defined by
Y—=X =12,;, X, =2,, Y =1, we can rewrite (30)
and (31) as
z,=Cz,—-BU,+DV +I. (32

at some t>0 and for all
reduced coordinates

where

0 -E E 0 0 0
Ci=|0 -ajE 0|, Bj=E |, Dj=|0 |, lj=9j |,

0 0 -pE 0 E h

E is nxn identity matrix.
In reduced coordinates the terminal set has the

form M; = {(2;;, Z,;, Z5)  Z,; =0}.  Then

Lj ={(z1i.22j,23) :22j =0, z3=0} is the orthogonal
complement of M. in R®", and

Wi ={(z1i.22i,23):[21i 11 =0, 22j =0, z3=0}cL; |,
Wiz ={(z1i,22i,23):[22i12 =0, 22 =0, 23=0}<Lj,
where, by [ f ], denotes the s-th coordinate of the
vector f (s=12).

For simplicity, we set N = 2 end application of

Theorem 3 to the game (32). Clearly,
p; =P, =0,=0,=1 , for the game (32) we can
calculate matrices
0 (o) e (itlpitg
cl=l0  (ai)E 0 L ji=2,
0 0 A E|

ri=1, and kjp=kj=2, kjp =4 isholds all conditions
Myxammao an-Xopasmuii agroonapu, Ne 2 (4), maii 2018

of the Assumption 4. Define numbers

ajj =(-a;j)’ ui0+(—1)1+1/3]v0 and matrices H,, H.’
similar to (7). Therefore, at least one of the following
conditions holds

(i) o, =B, u =V, iefl2,..,m}; i

o, # B, aul =V, ie{l2,.,m},
then is hold Assumption 5 for the game (32).
Further, if o > pf +p’ ++--+p’ then is hold

true Assumption 6 for the game (32). Therefore in the
game (32) holds true all Assumptions 4-6 and
according to the theorem 3 evasion is possible in the
game (32).

If both of the conditions (i) and (ii) fails to hold,
the none cannot apply Theorem 3 to the game (32).
However, in this case, theorem 4 is applicable to the
game (32) and it leads to the following result: if

o’ > pf +,022 +---+pri, and for the numbers
ZiO & Mi
j (2i0)=(212)% +([23; +2912)? +
+([—aizgi +ﬂzg+ui0—v0]2)2+
+([af2d -p?23 aju) - pP12)% %0

forall i e {1,2,..., m} , then evasion is possible in
the game (32) only from the point

Z, = (2107 Zygy" Zmo) :

Conclusion

In the present paper, we have obtained new
sufficient conditions of evasion from many pursuers in
critical case when the projection of evader’s control set
is a segment parallel to coordinate axes. A new method
has been proposed to control the evasion parameter,
which allows simultaneously avoiding from several
pursuers and requires a minimum advantage of resource
of evader over the resources of pursuers. The proposed
method can be applied for solution of problems of the
theory of pursuit and evasion differential games as well
as problems of mathematical control theory, when
controls are subjected to integral constraints.
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H.O. PaxumoB

AXBOPOT BUPJIMKJIAPUT A BYJIUILI ACOCHUJIA MPOAYKIIMOH BUJTMJIAP
BA3ACUHM JOMUXJIALI EHIAIIYBU

Makosaza 31eKTpoH ax00poT pecypciapuaa OWITMMIIapHE aKC STTUPHIIJIA TAHIAHTaH MpeIMeT coxa Oyiinya
ax0opoT OMpiMKIapura OYNUII acocHaa MPOAYKLMOH OWIUMIIap 0a3acHHM JoMHMXanail éHAallyBd Kapald yTuiraH.
Bynmaii €nmarnyB cupacura mpeaMeT COXAHHHT TYpJIM XyCYCHSTIAPUHU MIAKUTAHTHPHUIN Xama OMIMMIIAPHH aKC
STTHpHIIAA C€a0a0-MOXHUAT KYPUHHIIUAATH OOFIAHMILIAD aMalira OIIMPHIMIIA KEJITHPHITaH. ByHIoa TaHJIaHraH
IpeIMET COXAaHHU T100aj Ba JoKan axoopoTiap cudaruaa axpatid oauil épaamMuaa NpeaMeT COXaHUHT cabalb-MOXHSAT
KYpHHUIIIATH OOFIMKIMKIAD acocuaa OwmuMiapHu uOIaTaHHWIIM acociaHrad. [IpoayKiuoH Momen éprammaa
Ounumiap 6azacuiaad OWIMMIIAPHU KAAUPUO TOMUIN EHANTYBIAPH KEITHPUITAH.
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