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In recent years, many successes have been achieved in the direction of speech recognition.
The results obtained make it possible to use voice dialogue instead of text dialogue, which pro-
vides speed and naturalness between man and machine. Currently, there are speech recognition
systems for English, Russian, Spanish, French, Japanese Chinese and Arabic languages with high
accuracy. The above systems are developed in dependence of economic and political relations.
Leading speech recognition developers do not pay enough attention to other languages, in partic-
ular the Uzbek language. This article is devoted to methods and algorithms for translating Uzbek
speech signals into text, the requirements of speech recognition systems, and the problems of de-
termining the effectiveness of automatic speech recognition systems are considered. In addition,
methods and algorithms for translating speech signals into text, methods for analyzing speech
signals are considered. Solved the problem of analysis and processing of speech signals based
on the formation of approximation structures of the correct Hadamard basis method, filtering
speech signals based on the basis of discrete cosines.
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1 Introduction

Currently, personalized speech recognition systems are being developed by many large
corporations. These systems are widely used in many areas. It is widely used in soft-
ware and hardware management, stretching, teaching people with disabilities, training,
and telephone conversations. The development of a speech recognition system is a very
complex and high-value task. The field of artificial intelligence is rapidly developing in
the direction of automatic speech recognition. In recent years, many achievements have
been made in this direction. The acquired results give us opportunity to use voice com-
munication, which is fast and natural, instead of textual communication between man
and machine. At the same time, highly accurate recognition systems were developed in
English, Russian, Spanish, French, Japanese, Chinese, and Arabic. The choice of these
languages is related to the economic and political aspects of the development of speech
technologies. Other languages are not considered properly, including the Uzbek language.

The effectiveness of existing systems is based on system requirements and many other
indicators. The following is a summary of the requirements for speech recognition systems
and approaches to their development.

Requirements for speech recognition systems. Speech recognition is characterized by
many features, such as the properties of the voice transmission channel, the size of the
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dictionary, the variation of speech, the level of interference, the type of speech (divided or
concatenated) [1]. The distinction between speeches allows you to slow down the conversa-
tion for a short break. It reduces the naturalness. There is no need to break a word when
defining a compound word. Natural speech, unlike textual or artificial signals, does not
allow an element (phoneme, word, sentence) to be simple and edfe. These elements do not
have a specific physical dimension, but are separated by the understanding of the listener
[2]. If the listener wants to write an unfamiliar word with a phoneme, he will make many
mistakes when he divides a phrase and words. Even a person cannot distinguish speech
without grammatical, vocabular and lexical knowledge. It is difficult to determine when
defining word boundaries, and this boundary is determined by determining the optimal
combination of optimal words with the flow of speech based on linguistic and acoustic
criteria.

The complexity of the problem of speech recognition depends on many factors, the
variation of the main parameters of the effect. One of them is the main component of
the study of speech, which is expressed by the sole owner and expressed in many words.
Changes associated with differences in individual speaking equipment are most signifi-
cant. It is also affected by gender, age, dialect, emotions, and the physical condition of
the speaker. In addition, the acoustic aspect, that is, switching on and replacing the
microphone, as well as the acoustic state of the room, seriously deteriorate. In addition,
dictionary expansion also has a significant effect on identification, which means an acous-
tic group of words that do not have the same acoustic value. This leads to an exponential
increase in the glossary. There are several types of dictionary sizes that need to be recog-
nized. A dictionary with one and dozens of words is called a small dictionary [3]. There
are some minor issues and applications that use the dictionary. For example, you can
identify numbers (telephone numbers), commands-based commands (cars, airplanes) 23],
remote control systems for robots [4.5], device management systems (medical) [6] Average
words usually contain hundreds of words. The numerous systems of communication or
questions and answers based on these dictionaries are enormous [8]. Large dictionaries
contain thousands of words [3]. These dictionaries are often used in self-help systems
or automated help systems in limited areas. Extremely voluminous dictionaries contain
hundreds of thousands of words that can be used when shorthand arbitrary texts [9].

The user wants to receive a quick response from the system when working in a switched
system or when entering text with speech. Therefore, speech recognition requires a real-
time response. There are problems identifying such characters, and the reaction time plays
an important role. For example, translation of archived voice recordings into text [10].
Many of these systems are now available The most important requirements for modern
automatic speech recognition systems are:

- high accuracy of recognition of complex speech;

- does not depend on the speaker;

- the presence of many words;

- high speed of work.

The choice of the optimal model and its parameters is the most urgent task of many
everyday assessments of complex systems, such as speech recognition systems [11,21].

To assess the effectiveness of improved speech recognition systems, multiple criteria
are used at each stage of speech processing. The accuracy of these criteria and the system
response time (response) are an integral measure. An ideal automatic system should
provide a good result. But at present, existing computer systems have not reached this
goal, and it is important to strive to recognize speech at the human level.
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2 Algorithms for speech analysis

One of the common problems of digital speech processing is the mathematical expression
of this incoming signal. Information systems not only use dynamic processes, but also use
a mathematical model of the incoming signal in the form of analytical functions. Efficient
equipment and algorithmic processing methods are used with high accuracy to provide
speech analysis, filtering, image recognition and compression.

When the signal has different interactions or the values of the table are indicated,
the processing is performed by an algebraic method. Approaching a signal or parts in
the form of a simple combination of simple simultaneous signals (features) or common
polynomials, the subject is brought to a simplified task. For simplicity, the processed
signal is characterized by the characteristic f (t), which describes the actual dynamic
process, and a function of time with a limited interval. The frequency of the signal should
be about 50 kHz, and the signal-to-noise ratio should not exceed one tenth. For the
analytical expression of the incoming speech signal, the algebraic form (1) is somewhat
favorable. It does not change the overall structure and algorithm, but only allows replacing
the value of the AC coefficients and the ability to generate all the functions and numerous
signals.

7 =30 At (1)

The grinding of signals (polyphilic filtering) and interpolation are performed by the
formula (1). To solve these problems in real time, they need methods that offer high
speed, simpler and more accurate than traditional methods.

For a classical interpolation polynomial, it is not enough to solve the problem of noise
signal processing. In this case, the noise generators should not exceed the approximation
error of the useful signal. Otherwise, the quality of processing increases in proportion to
the increase in noise.

An efficient method of average magnification for processing speech signals is a spectral
algorithm for obtaining approximate speech processing signals, the least squares method.
In this case (1) the mathematical model of signals is constructed as a general expression
of a polynomial expression. The binary-orthogonal base system is used to convert a signal
from f (t), into the form of an algebraic polynomial (1). In practice, complex signals (in
the partial polyphonic approximation) are less than one-third unavailable for polynomial
signals, and polynomials greatly simplify processing and do not violate the traditional
approach.

The correct method of forming approximate structures. When calculating algebraic
polyphonic coefficients, the value of the undesirable variable in classical methods is used
not as the value of the input signal, but as its spectral coefficient. This allows the
paramagnetic shift to move from the equation to an approximate structure.

Studies have shown that Fourier analysis can be performed on all binary orthogonal
(Xaara, Hartli, Discret Cosine, Fure, Adamar, Vauvlet Deboshi) basic systems. Here is
an example of a kind of basic Hadamard function that will be solved. (1) Using the fast
algorithm of the formula f (¢), the array of signal values is converted to the base spectrum
W using an algebraic polynomial on this basis and extends to the line:

f(t5), Wi = 2_: (Z Aﬂk) Wi (2)

N—
=0 j=1

1
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where ¢ = 0, 1, 2, ..., N —1; ¢ [0, 1]; N is the number of signal values (N = 2n,
n=1,2,3,...); W_ij, - matrix elements of the base function of the type+ 1;

f (t,7)is the number of incoming signals (7 = 0, 1, 2, ..., N —1); k — polygon
level. Correctly changing the two parts of the equation gives the following form:

PZ.:ZS,“--A,C,@‘:0,1,2,....,N—1, (3)

k=0

Here P, — W is the spectrum of incoming signals in the database; Sy ,;— is the spectrum
of algebraic poles.

The resulting expression (3) can be depicted as a system of equations that relates
algebraic polynomial coefficients with the spectral coefficients of the incoming signals.

Ay is calculated as a function of the spectrum of the incoming signals.

W (2) — for the second degree

Ay = 16 % P24

A; = —4% P16 — 15.5 % P24
Ao = PO +1.93 % P16 + 2.42 % P24

W (3) — for the second degree

As = —85.34 % P28

As =16 x P24 + 124 % P28
A =—4%x P16 —15.5% P24 —49.41 x P28
Ao =P0 —35.5% P28 +2.42 % P24 —1.93 x P16

The spectral coefficients P;, and Ay, of approximate polyphonic coefficients were fairly
simple for analytical dependence. These approximation structures are distinguished by
the convenient operation of signal processors. When using approximate approximation,
it is necessary to take into account the limitations set above the frequency and the signal
/ ratio to ensure the required accuracy.

3 Editing speech signals using the Adamar database.

Adamar is based on the Adamar square matrix, where the elements are equal to “+” or
W

-7 and the columns are displayed as orthogonal vectors. The homogeneous matrix N is
calculated by the following formula.

HyHY = Iy (4)

Among the orthonormal Hadamard matrices, the second-order matrix is the smallest
matrix.

Hy = B —11} (5)
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It is known that, if N (N > 2) is a homogeneous matrix, then N4 remains unchanged.
There is no mathematical free N—matrix that would satisfy this requirement. But for all
available N, up to 200, an appropriate matrix was created. It is often easy to create a
matrix (n — all) in the case when N = 2n.

If HN — N is the order of the elementary matrix, then the matrix is the Hadamard
matrix, but only the fourth and eighth order of the Hadamard matrix, which is constructed
in accordance with the 2N order. The general rule for this is as follows:

Hon = [ZZ _[“ZVN} (6)

The Hadamard matrix was proposed by Harmut as a locked structure with the fastest
interpretation. When the number of changes in each row of the Hadamard matrix is di-
vided into two, a sequence occurs. When setting the sequence n = 2n of the Hadamard
matrix, the change in the line takes from 0 to N — 1. The unitary matrices of this char-
acteristic are called sequential matrices. Now we take any function through a framework
that fits into the mathematical environment, and we change an arbitrary function by
performing the following sequence.

H = hadamard(N)
r=0:1/N:1-1/N
1)
P=fxH/N
P=P

F = H % P— this sequence is a general formula for the mathematical environment in
speech processing using the Hadamard matrix. Here H = Hadamard(N) is the order
of the matrix element in the mathematical environment, and N denotes the size of the
matrix;

x=0:1/N:1—-1/N— the values of the signals specified in this step;

f(x) is an optional function;

P = fx H/N spectral values, i.e. f(z)* (H = Hadamard(N))/N,

P = P'transposeofP’, P;

F = H x Pvalues of the restoration of functions or signals.

Let’s now look at this sequence on an 8 % 8 matrix, H = Hadamard(8)

r=0:1/8:1-1/8
f==
P=fxH/8
P=P
F=HzxP.
Thus, the spectral values for f = z, f = 22, f = 23, are derived by a 32 * 32 matrix.
The purpose of the study is to configure the fastest algorithms and software for processing
digital signals. For this, it is necessary to create a method for transmitting a fragment or
its fragments to an algebraic polynomial.
To make the signal look like a polynomial, you need to use fast spectral algorithms
that provide accurate and appropriate processing.
Filtering speech signals using a discrete cosine base. In most cases, spectral tactics are
used to digitize speech signals. Multiplication of unwanted speech signals in the correct
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Figure 1 The numeral values of the audio file

and inverse exchange formulas in spectral methods by the matrix of the main functions
x;. The spectral values of the signal are generated by multiplying the signal vector by the
matrix. And this is determined by the following formula

N-1
F; = Z x; % ¢; j—right; (7)
m=0
N-1
fi= Z X * ¢; j—theopposite; (eight) (8)
m=0

where ¢; ; is the matrix of discrete change, f;—is the vector of the incoming speech signal,
F;—is the spectral values of the speech signal. The speech signal is analyzed using formulas
(7) and (8). To do this, we need to create a signal vector, which is done using the Adobe

Audio program (Figure 2).

Figure 2 Signal view

For example:
SAMPLES: 64
BITSPERSAMPLE: 16
CHANNELS: 1
SAMPLERATE: 44100
NORMALIZED: FALSE



96 Mamatov N.S. et al.

fi =[451 4642 6029 7478 11043 12848 13531 16564 19660 20124 20555 21019 18786
15882 14654 12563 8351 5595 4929 2971 631 -138 -1385 -2993 -2783 -2043 -2310 -2033 -815
-607 -772 162 444 -641 -923 -381 -1113 -2081 -1649 -1726 -2817 -3237 -3579 -4463 -4894
-4905 -5048 -4540 -2979 -1304 596 2795 4448 6293 8653 10106 10703 11738 13081 13547
13486 13377 12477 11136].

Based on these values, we create a graphical representation of the signal (Figures 5 and
6).
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Figure 3 Graphical representation of the signal

The appearance of the speech signal is generated by the formula below

N-1
F; = g Ti * Cij
m=0

where Fj is the signal spectrum

[
T

=3

=

Signal spektir giymatlari
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Signal spektir giymatlari soni (64 ta)

Figure 4 The signal spectrum

Below, the signal spectrum is divided into 3 parts and analyzed by spectrum. For each
part, the signal is filtered out (eliminating interrupts), and the signal can be restored using
formula 3.8. The refinement results are shown in Figures 8-10.
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—¥( 3B) - Signal ko'rinishi

Figure 6 A reset signal for the first part

—x(26) - Signal ko'rinishi -

Figure 8 Signal view for the third part
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4 Evaluation of the quality of algorithms

Table 6 shows the mean square error for the base of Hadamard (W) in the approxi-

mation of the properties and subtypes of the test, obtained by the least squares method
and the proposed methods (N = 32).

Table 6 Function and Signal Error Levels

Function Power | For basis W
) 2 1.5-1073
sin (m* /4) 3 5010
2 2.2-1073
f=log(+) 5 25-10°
b sional 2 5.5-107°
speech signa 3 35 100

5 Concluding Remarks

The analysis of modern speech systems and their characteristics showed that these

systems are necessary, and on the basis of the characteristics of the system, its speed,
external interference and interference resistance were evaluated.

When analyzing speech signals, filtering, identification, compression, deletion and

elimination of interruptions and quality improvements are important. These issues are
solved by interpolation, approximation, discrete cosine substitution and other methods.

Vector and matrix calculations in the spectral algorithm of digital processing of speech

signals allow digital processing of speech data. The study showed that the effective use of
spectral methods in the expression of speech and processing of speech signals is effective.
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METOJAbI 1 AJITOPUTMbBI AHAJIN3A PEYEBBIX
CUT'HAJIOB
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2 A60ypassaxoe P.B.
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1 Hay4umo-unHOBaAIMOHHBIH 1IEHTP UHMOPMAITMOHHO-KOMMYHUKAITHOHHBIX TEXHOJIOTUA;

2TaIlKeHTCKbIH yHIBepCHTeT NHMOPMAIMOHHBIX TexHooruil uM. M. As-Xopasmuii.

B mocieqnue roipl B HAIPABIEHUN PACIO3HABAHUS PEUYEBBIX CUTHAJIOB JOCTUTHYTHI MHOXKE-
cTBO ycrexoB. [losyuennble pe3yabTaThl JAI0T BO3MOXKHOCTD UCIIOJIb30BAHUsT BMECTO TEKCTOBOT'O
JaJiora ToJI0COBOM, KOTOPBIH obecriednBaeT OBICTPOTY M €CTECTBEHHOCTb MEXKJy HYEJIOBEKOM U
MammuHOil. B HacTrosiee BpeMsi CyIIeCTBYIOT CHUCTEMBI PACIIO3HABAHUSI PEYEBBIX CHUTHAJIOB aH-
[JIHHACKOTO, PYCCKOI0, UCIIAHCKOTO, (DPAHILY3CKOTO, SITOHCKOTO KUTAWCKOT0 U apabCKOro si3bIKOB C
BBICOKOI TOYHOCTDLIO. BhIllleykazaHHble CUCTEMBI pa3pab0TaHbl B 3aBUCUMOCTU SKOHOMUYECKUX U
MOJIUTHYCCKUX OTHOIIeHu . Beaymue pazpaboTunku B 006/1aCTH PACIIO3HABAHUS PEUU He oOparra-
0T JOCTATOYHOE BHUMAHNE JAPYTHUM SI3bIKAM, B 9aCTHOCTHU y30ekckoMy si3bIKy. Hacrosimas craTbs
[IOCBSINEHA METO/IaM M aJI'OPUTMaM I1€PEBOJ/IA PEYEBBIX CUTHAJIOB Y30EKCKOIO S3bIKa B TEKCTO-
BBIX, PACCMOTPEHBI TPEOOBAHUS CHCTEMaM PACIIO3HABAHUS PEUHU, & TaKXKe MPODJIEMBI OIlIpeieie-
HUst 9(PPHEKTUBHOCTU CUCTEM ABTOMATHYIECKOTO PACIIO3HABaHUS pedn. Kpome TOro, paccMOTPEHbI
METO/Ibl U QJITOPUTMBI [I€PEBO/Ia PEUEBBIX CUTHAJIOB B TEKCTOBLIX, METOJIbI AHAIN3a PEUEBBIX CUT-
HajoB. Pemrennr 3amadn aHam3a u 00pabOTKM PEUEBBIX CUTHAJIOB HA OCHOBE (DOPMUPOBAHUS
AMMMTPOKCUMAITIOHHBIX CTPYKTYP MPaBUILHOTO MeTofa Oasmca Amamapa, GUIBTPAINS PEUIEBBIX
CUT'HAJIOB HA OCHOBE Da3uca JUCKPETHBIX KOCUHYCOB.

KirouyeBble cioBa: CHUCTEMa, pa3/ie/IecHHad U IIPUMbIKalOIlasd Ppevdb, d)HJIpr, CIVlazKHBaHue, all-
IIpoKCcuMalnu«d, CIIEeKTD, 6&31/IC, CUrtaJi, MHOI'O41JICH.
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