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Currently, the most common criteria for informativeness of features are heuristic criteria
associated with evaluating the separability of specified classes and based on the compactness
hypothesis that is fundamental to pattern recognition: with increasing distance between classes,
their separability improves. "Good"are those signs that maximize this distance. Such heuristic
criteria, although they are widely used in solving practical problems of classification, however, in
theoretical terms, are little studied. At present, the method of selection of informative features
with regard to interrelations of features based on heuristic criteria has not been developed. The
article deals with the problem of choosing informative features based on heuristic criteria, taking
into account their interrelationships. The optimal conditions for the “ordering” method and
the selected vector are also determined. Using proven theorems, a new method for selecting
informative features using discrete-fractional functionals has been developed.
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1 Introduction
Formation of the feature space in problems of classification can be divided into two

stages: selection of the initial description of objects and the formation of an informative
description of the objects on the basis of reducing the dimension of the initial description
of the space.

The first stage selects the original characteristics of the system, useful in varying
degrees, to separate a predetermined alphabet of images, which can obtain a priori in-
formation necessary to describe the language of image features. This step is the least
developed in the data analysis problems, where there are currently no formalized meth-
ods of its implementation. When determining the initial signs of a system widely used
prior knowledge, intuition and experience of the subject field. In this case, you should
also take into account the important fact related to the fact that every real object is an
infinite number of different properties, reflecting his hand. Naturally, in each case they
are not all essential properties, but only a limited set of their defining features really allow
classification. Finding such features always requires careful examination of the content
essence of classified objects using experimental data on the properties of the objects under
consideration. To solve this problem may be a useful software data analysis tools, such
as exploratory analysis tools, knowledge discovery and verification of various systems of
signs. In this case, great help can provide structural data processing methods, in which we
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study the structural relationship of geometric configurations point objects in multidimen-
sional space descriptions. Analysis of the data structure helps the researcher understand
what properties of objects contribute to the separation of the images, to evaluate the
information content of the individual features.

Assigning of the second stage of the above - to determine the most useful to classify a
set of attributes of the objects. Necessity the implementation of this phase is due to the
following circumstance.

When the initial system features selected, it usually turns out to be quite excessive.
There are arguments "for"and "against"on the conservation of such redundancy. The
argument "for"is that increasing the number of features allows more fully describe the
objects. The argument "against": an increase in the number of features increases the
"noise"in the data makes it difficult to process and leads to additional time for its imple-
mentation.

Consequently, the argument "for"comes mainly from the statistical ’preconditions,
while the argument "against"is pushed mainly by non-statistical. If practical motives are
almost always important, the conditions "when running statistics are executed much less
frequently than expected. In [1] includes such criteria for the applicability of statistical
methods:
1) you can repeatedly repeat the experiment in the same conditions;
2) it is impossible to predict the outcome of the experiment due to the influence of a large
number of random factors;
3) with an increasing number experimental results converge to certain values.

Moreover, the authors of [1] pointed out that the strict mathematical methods to
verify the fulfillment of these conditions, in a particular case does not exist. They secrete
sociology, demography, theory of reliability and quality as the sampling area, where these
conditions are fulfilled in most cases. Very often, however, they are violated - wholly
or partly - usually due to the fact that it is not carried out the second part of claim 1
criterion, i.e. not complied with the same experimental conditions..

In connection with the search for an answer to the question: how many objects should
be taken in compliance with the conditions of a statistical ensemble and how signs should
be measured (in terms of statistics and not domain) to produce a result with a given
accuracy, it is advisable to refer to the results of studies on the evaluation of recognition
errors at different teaching sample volumes m and the number of signs of N [1–5]. You
can draw the following conclusions:
- the error increases rapidly with an increasing number signs of N and slowly decreases
with increasing number of objects m;
- increasing the number of signs requires a significant increase in the volume of teaching
sample to achieve the same error.

Therefore, paramount importance to choose the number of signs is to play non-
statistical considerations arising from the nature of the problem being solved and the
features of the subject area. Only when performing the static ensemble of conditions that
are usually very difficult to check, you can be guided by the findings of the statistical
evidence of the required amount to ensure the accuracy of the result.

When the classification process is realized in the conditions of small volume of training
sample, the reduction of the dimension of the original feature space becomes crucial.
Usually, such a conversion feature space is reduced to the determination of a relatively
small number of features that have the greatest information content in accordance with
the selected criterion.
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In general, speaking about the transformation of the feature space and the choice of
informativeness criterion, it should be borne in mind that signs of transformation, carried
out due to the classification of quality, resulting in the problem of representation of the
original data in the space of smaller dimension. Thus obtained is determined by a set
of features optimized some functions of criteria ignores the divide objects into classes. If
the symptoms are selected to improve the performance of classifying system, the criterion
for this choice is linked to the separability of classes. In accordance with these goals two
approaches to reduce the original space of dimension attributes are commonly used in
applied researches.

In the first approach, new features are determined without regard to the classifica-
tion of the quality - the task of presenting data. This problem occurs when process-
ing large amounts of information when necessary to replace the original system fea-
tures 𝑥 = (𝑥1, ..., 𝑥𝑁) a set of auxiliary variables significantly smaller dimension 𝑧(𝑥) =
= (𝑧1(𝑥), ..., 𝑧𝑙(𝑥)), (𝑙 < 𝑁). According to [2], it is the most accurate recovery (𝑚 × 𝑁)
values of the initial features 𝑥1

𝑗 , 𝑥2
𝑗 ..., 𝑥

𝑁
𝑗 at a substantially smaller number of (𝑚× 𝑙) val-

ues of auxiliary variables 𝑧1𝑗 , .𝑧2𝑗 , ..., 𝑧𝑙𝑗; 𝑗 = 1,𝑚 where 𝑚 - number of objects in the given
sample. If such a replacement is possible, then it leads to this problem of representation
of the original data in the space of smaller dimension.

In the second approach search attributes associated with the evaluation classification
quality. In this case, the specification of the feature space is performed, that is the
definition of a set of informative signs, which are selected to adequately address the
problem of classification. It is the development of an approach based on the use of
heuristic criteria of informativeness of the symptoms associated with the evaluation of
separability of classes given training sample, the subject of this article.

2 Statement of a problem and the concept of the problem decision

Considered below informativeness criterion, being a heuristic based on an assessment
of the measures of separability of objects given training sample using the Euclidean
metric. For example, the teaching sample sets the object 𝑥11, 𝑥12, ..., 𝑥1𝑚1 , 𝑥21, 𝑥22, .
.., 𝑥2𝑚2 , ..., 𝑥𝑟1, 𝑥𝑟2, ..., 𝑥𝑟𝑚𝑟 , for which it is known that each group of objects 𝑥𝑝1, 𝑥𝑝2, ..., 𝑥𝑝𝑚𝑝

belongs to a particular class 𝑋𝑝, 𝑝 = 1, 𝑟.
Each object 𝑥𝑝𝑖 is an 𝑁 -dimensional vector of numeric attributes, i.e., 𝑥𝑝𝑖 =

(︀
𝑥1
𝑝𝑖, 𝑥

2
𝑝𝑖, ..., 𝑥

𝑁
𝑝𝑖

)︀
For a given training sample objects 𝑥𝑝1, 𝑥𝑝2, ..., 𝑥𝑝𝑚𝑝 ∈ 𝑋𝑝, 𝑝 = 1, 𝑟, where 𝑥𝑝𝑖 - the vec-
tor in the N-dimensional feature space, we introduce the vector 𝜆 =

(︀
𝜆1, 𝜆2, ..., 𝜆𝑁

)︀
,

𝜆𝑘 ∈ {0; 1} , 𝑘 = 1, 𝑁 , which, as noted in the previous section, uniquely characterizes
the particular subsystem features. The vector components 𝜆 equal to one, indicate the
presence of the relevant signs in this subsystem, and zero components show no signs of
the relevant.

Space of features
{︀
𝑥 =

(︀
𝑥1, 𝑥2, ..., 𝑥𝑁

)︀ }︀
will assume Euclidean and is denoted by

𝑅𝑁 .
Definition 1. Truncation of space 𝑅𝑁 =

{︀
𝑥 =

(︀
𝑥1, 𝑥2, ..., 𝑥𝑁

)︀ }︀
on the 𝜆 call space

𝑅𝑁
⃒⃒
𝜆

=
{︀
𝑥|𝜆 =

(︀
𝜆1𝑥1, 𝜆2𝑥2, ..., 𝜆𝑁𝑥𝑁

)︀ }︀
As the displayed relationship between objects 𝑥, 𝑦 ∈ 𝑅𝑁 , we take some function

𝑟𝜆 (𝑥, 𝑦)
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of proximity between objects 𝑥|𝜆, 𝑦|𝜆 and space 𝑅𝑁
⃒⃒
𝜆
.

Definition 2. A vector 𝜆 is ℓ - informative, if the sum of the components is equal ℓ, i.e.

𝑁∑︁
𝑖=1

𝜆𝑖 = ℓ.

We denote

𝑥𝑝 =
1

𝑚𝑝

𝑚𝑝∑︁
𝑖=1

𝑥𝑝𝑖, 𝑝 = 1, 𝑟,

where 𝑥𝑝 - the average object of a class 𝑋𝑝.
We introduce the function

𝑟𝑝 (𝑥𝑝, 𝑥) =

⎯⎸⎸⎷ 1

𝑚𝑝

𝑁∑︁
𝑖=1

𝑟 (𝑥𝑝, 𝑥𝑖)..

The function 𝑟𝑝 (𝑥𝑝, 𝑥) describes the dependent average spread of objects of the class 𝑋𝑝

in the subset of features defined by the vector 𝜆. We define criteria of informativeness
content in the form of functional subsystems

𝐼 (𝜆) =
𝑟 (𝑥, 𝑦)

ℎ∑︀
𝑝=1

𝑟𝑝 (𝑥𝑝, 𝑥)

.. (1)

This functional is a generalization of Fisher’s functional [3]. We denote

𝑎 =
(︀
𝑎1, 𝑎2, ..., 𝑎𝑁

)︀
; 𝑏 =

(︀
𝑏1, 𝑏2, ..., 𝑏𝑁

)︀
.,

𝑎𝑖 = 𝑟 (𝑥𝑖, 𝑦𝑖)

𝑏𝑖 =
𝑁∑︁
𝑗=1

𝑟 (𝑥𝑖, 𝑥𝑗), 𝑖 = 1, 𝑁

Then the functional (1) reduces to the form

𝐼1 (𝜆) =
(𝑎, 𝜆)

(𝑏, 𝜆)
, (2)

where (*,*) – scalar product of vectors.
The coefficients 𝑎𝑗 , 𝑏𝑗 do not depend on 𝜆, and are calculated in advance. To calculate
the functional 𝐼 (𝜆) for each 𝜆 required order 𝑁 operations.
Next criteria given by the form of the functional (2) is called the Fisher criterion informa-
tiveness and designate it as 𝐼1 (𝜆). This criterion was studied in [2, 5], where it identified
particularly evaluated the efficacy and proposed methods for selection of informative fea-
tures based on the maximization of the functional (2). Were developed a lot of methods
for determining the set of informative features of on the basis of a simple type of Fisher
criterion. One of them is the method of "Orderings this method does not always provide



104 Mamatov N.S. et al.

the best solution against Fisher criterion. The following are optimal conditions for the
"Orderings"of the method. Consider the following optimization problem:⎧⎨⎩

𝐼 (𝜆) = (𝑎, 𝜆)
(𝑏, 𝜆)

→ max,

𝜆 ∈ Λ𝑙, 𝜆𝑖 = {0, 1} , 𝑖 = 1, 𝑁,
𝑎, 𝑏 ∈ 𝑅𝑁 , 𝑎𝑖 > 0, 𝑏𝑖 > 0, 𝑖 = 1, 𝑁,

(3)

where Λ𝑙 - the 𝑙-dimensional information space of features:

Λ𝑙 =

{︃
𝜆

⃒⃒⃒⃒
⃒𝜆𝑖 = {0, 1} , 𝑖 = 1, 𝑁,

𝑁∑︁
𝑖=1

𝜆𝑖 = 𝑙

}︃

The main aim is to determine when the method of "Orderings"of against vectors 𝑎 and 𝑏
are gives the optimal solution of the problem (3).
Let the vectors 𝑎 and 𝑏 components are arranged respectively as follows:

𝑎1
𝑏1

>
𝑎2
𝑏2

> ..... >
𝑎𝑁
𝑏𝑁

(4)

Here are some of the data needed to find the optimal solution.
Let there be given real numbers 𝑎, 𝑏 𝑐 > 0, 𝑑 > 0 (𝑎 + 𝑐 > 0, 𝑏 + 𝑑 > 0) . Then we have
one of the following lemmas:

Lemma 1 If
{︂

𝑎 > 0
𝑏 > 0

and 𝑐
𝑑
> 𝑎

𝑏
, then the following relation holds 𝑎

𝑏
< 𝑎+𝑐

𝑏+𝑑
< 𝑐

𝑑

Lemma 2 If
{︂

𝑎 > 0
𝑏 > 0

and 𝑐
𝑑
< 𝑎

𝑏
, then the following relation holds 𝑎

𝑏
> 𝑎+𝑐

𝑏+𝑑
> 𝑐

𝑑
.

Lemma 3 If
{︂

𝑎 < 0
𝑏 < 0

and 𝑐
𝑑
< 𝑎

𝑏
, then the following relation holds 𝑎

𝑏
> 𝑎+𝑐

𝑏+𝑑
< 𝑐

𝑑
.

Lemma 4 If
{︂

𝑎 < 0
𝑏 < 0

and 𝑐
𝑑
> 𝑎

𝑏
, then the following relation holds 𝑎

𝑏
< 𝑎+𝑐

𝑏+𝑑
> 𝑐

𝑑
.

Lemma 5 If
{︂

𝑎 > 0
𝑏 6 0

, then the following relation holds 𝑎+𝑐
𝑏+𝑑

> 𝑐
𝑑
.

Lemma 6 If
{︂

𝑎 6 0
𝑏 > 0

, then the following relation holds 𝑎+𝑐
𝑏+𝑑

6 𝑐
𝑑
.

As proof of the above lemma is very simple, not shown.
We introduce the following notation:

𝐴 =
𝑙∑︁

𝑖=1

𝑎𝑖, 𝐵 =
𝑙∑︁

𝑖=1

𝑏𝑖,{︂
∆𝑎𝑖𝑗 = 𝑎𝑗 − 𝑎𝑖
∆𝑏𝑖𝑗 = 𝑏𝑗 − 𝑏𝑖, 𝑖 = 1, 𝑙, 𝑗 = 𝑙 + 1, 𝑁

.

𝜆0 =

⎛⎝1, 1, ...1⏟  ⏞  
𝑙

, 0, 0, ..., 0⏟  ⏞  
𝑁−𝑙

⎞⎠ .

If in the above lemmas adopted 𝑎 = ∆𝑎𝑖𝑗, 𝑏 = ∆𝑏𝑖𝑗, 𝑐 = 𝐴, 𝑑 = 𝐵, then, for

∀𝑖, 𝑗
(︀
𝑖 = 1, ℓ, 𝑗 = ℓ + 1, 𝑁

)︀
, taking into account

{︂
𝐴 + ∆𝑎𝑖𝑗 > 0,
𝐵 + ∆𝑏𝑖𝑗 > 0

. to take place one

of these lemmas.
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Theorem 1 Order that a vector 𝜆0 =

⎛⎝1, 1, ...1⏟  ⏞  
𝑙

, 0, 0, ..., 0⏟  ⏞  
𝑁−𝑙

⎞⎠ ., selected using an ordered

sequence (4), was the best solution of the problem (3), if and only if the absence of rela-
tions 𝑎 = ∆𝑎𝑖𝑗, 𝑏 = ∆𝑏𝑖𝑗 in the conditions of Lemmas 2 and 4.
If the vector 𝜆 selected by the sequence (4) is not an optimal solution of the problem (3),
then to find such a solution it is necessary to carry out the replacement on the basis of
Lemmas 2 and 4. This process continues until all and until they are exhausted ∆𝑎𝑖𝑗 and
∆𝑏𝑖𝑗 satisfying the conditions of Lemma 2 and 4. in this case, according to theorem 1,
the solution found is optimal. In this method the functional value and the components
of vector 𝜆 are formed on the basis of these lemmas follows.
Suppose for ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 are taking place Lemma 2 and 4. In this case, having the
𝐴+Δ𝑎𝑖𝑗
𝐵+Δ𝑏𝑖𝑗

> 𝐴
𝐵

and swapping components i and j of the vector 𝜆 , we obtain the correspond-
ing 𝜆 value of the functional equal
𝐴+Δ𝑎𝑖𝑗
𝐵+Δ𝑏𝑖𝑗

.
Based on this method, the following algorithm is designed to work denoted as 𝐴1.
Step 1. Is accepted 𝜆 = {1, 1, ... , 1⏟  ⏞  

ℓ

, 0, 0, ... 0}.

Step 3. Implementation of the appropriation 𝑖 = 1,𝑗 = 𝑁 ; 𝐴1 = 𝐴, 𝐵1 = 𝐵
Step 4. The calculation of values ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗
Step 5. Check the conditions of lemma 4. If ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 satisfy these conditions, the
values of 𝑖-th and 𝑗-th component of the vector 𝜆 interchanged and after calculation 𝐴 =
= 𝐴 + ∆𝑎𝑖𝑗, 𝐵 = 𝐵 + ∆𝑏𝑖𝑗 you can skip to step 7, otherwise - go to the next step.
Step 6. Check the conditions of Lemma 2. If ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 not satisfy the conditions of
the lemma, proceed to the next step, otherwise the 𝑖-th and 𝑗-th component of the vector
𝜆 and interchanged after calculating 𝐴 = 𝐴+ ∆𝑎𝑖𝑗, 𝐵 = 𝐵+ ∆𝑏𝑖𝑗 moves to the next step.
Step 7. Checking the condition 𝑗 > ℓ. If it holds, then carried out the assignment 𝑗 = 𝑗−1
and go to step 4, otherwise - go to the next step.
Step 8. Checking the condition 𝑖 < ℓ. If it holds, then carried out the assignment 𝑖 = 𝑖+1
and go to step 4, otherwise - go to the next step.
Step 9. Checking the condition 𝐴1 = 𝐴 and 𝐵1 = 𝐵 If they are performing, then the
vector 𝜆 is the best solution and the process ends, otherwise, a transition to step 3.
The realized given algorithm method is based on Theorem 1, and the method is called
"Delta-1".
In general, Theorem 1 gives the possibility of determining the optimum results based on
the methods of "Ordering".
In many cases, pre-selected vector 𝜆 can provide the optimal solution of problem (3).
Therefore the following theorem to determine the conditions under which this can hap-
pen
Let the chosen ∀𝜆 ∈ Λ𝑙

Theorem 2 To the chosen vector 𝜆 is provided the optimal solution of problem (3) if
and only if the lack of 𝑎 = ∆𝑎𝑖𝑗 and 𝑏 = ∆𝑏𝑖𝑗

(︀
𝑖 = 1, 𝑙, 𝑗 = 𝑙 + 1, 𝑁

)︀
, satisfying the

conditions of Lemmas 2, 4 and 5.
If the vector 𝜆 is not an optimal solution of the problem (3), we carried out a replace-
ment on the basis of Lemmas 2, 4 and 5.The replacement process is continued until the
exhausted ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 are satisfying the conditions of Lemmas 2, 4 and 5, and at the
same time, in accordance with Theorem 2 the solution found is optimal. In this method,
the functional values and the components of vector 𝜆 are determined as follows. Let us



106 Mamatov N.S. et al.

suppose, for and one of the lemmas 2, 4 and 5 is true. In this case, in accordance with
these lemmas 𝐴+Δ𝑎𝑖𝑗

𝐵+Δ𝑏𝑖𝑗
> 𝐴

𝐵
and the relation values of the components i and j of vector are

changing mutually.
Process of successive interchange continues until, until you have the conditions of Theo-
rem 2. This method is called the method of "Delta-2"and implemented by the algorithm,
denoted as 𝐴2 and represented as follows:
Step 1. Is accepted 𝜆 = {1, 1, ... , 1⏟  ⏞  

ℓ

, 0, 0, ... 0}.

Step 2. Calculation of the values 𝐴 and 𝐵, i.e. 𝐴 = (𝑎, 𝜆), 𝐵 = (𝑏, 𝜆).
Step 3. Implementation of the appropriation 𝑖 = 1,𝑗 = 𝑁 ; 𝐴1 = 𝐴, 𝐵1 = 𝐵. Step 4. The
calculation of values ∆𝑎𝑖𝑗
Step 5. Check the conditions of lemma 4. If ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 satisfy these conditions, the
values of 𝑖-th and 𝑗-th component of the vector 𝜆 interchanged and after calculation 𝐴 =
= 𝐴 + ∆𝑎𝑖𝑗, 𝐵 = 𝐵 + ∆𝑏𝑖𝑗 you can skip to step 9, otherwise - go to the next step.
Step 6. Check the conditions of Lemma 2. If ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 not satisfy the conditions of
the lemma, the values of 𝑖-th and 𝑗-th component of the vector 𝜆 interchanged and after
calculation 𝐴 = 𝐴 + ∆𝑎𝑖𝑗, 𝐵 = 𝐵 + ∆𝑏𝑖𝑗, you can skip to step 9, otherwise - go to the
next step.
Step 7. Check the conditions of Lemma 5. If ∆𝑎𝑖𝑗 and ∆𝑏𝑖𝑗 not satisfy the conditions of
the lemma, the values of 𝑖-th and 𝑗-th component of the vector interchanged and after
calculation 𝐴 = 𝐴 + ∆𝑎𝑖𝑗, 𝐵 = 𝐵 + ∆𝑏𝑖𝑗, you can skip to step 9, otherwise - go to the
next step.
Step 8. Checking the condition 𝑗 > ℓ If it holds, then carried out the assignment 𝑗 = 𝑗−1
and go to step 5, otherwise - go to the next step.
Step 9. Checking the condition 𝑖 < ℓ, If it holds, then carried out the assignment 𝑖 = 𝑖+1
and go to step 5, otherwise - go to the next step.
Step 10. Checking the condition 𝐴1 = 𝐴 and 𝐵1 = 𝐵. If they are performing, then the
vector 𝜆 is the best solution and the process ends, otherwise, a transition to step 3

3 Concluding Remarks
This section should provide the summary and explore the significance of the results

achieved and list problems not yet solved. Results should be clear and concise.
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В настоящее время наиболее распространенные критерии информативности признаков
являются эвристические критерии, связанные с оцениванием разделимости заданных клас-
сов и базирующиеся на основополагающей в распознавании образов гипотезе компактно-
сти: с увеличением расстояния между классами улучшается их разделимость. «Хорошими»
считаются те признаки, которые максимизируют это расстояние. Подобные эвристические
критерии, хотя и находят широкое применение при решении практических задач классифи-
кации, однако в теоретическом плане являются малоисследованными. В настоящее время
метод выбора информативных признаков с учетом взаимосвязей признаков на основе эври-
стических критериев не разработан. В статье рассматривается задача выбора информатив-
ных признаков на основе эвристических критериев с учетом их взаимосвязностей. Также
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определены оптимальные условия для метода «упорядочения» и выбранного вектора. С
помощью доказанных теорем разработан новый метод выбора информативных признаков
с использованием дискретно-дробных функционалов.

Ключевые слова: объект, вектор, оператор, класс, критерий, информативный признак,
эвристические критерии, пространство признаков, взаимосвязь признаков
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